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Abstract

Social media has played an important role in shaping political discourse over the last decade. It is often
perceived to have increased political polarization, thanks to the scale of discussions and their public
nature. Automatic political ideology detection allows us to identify the bias of information sources as well
as professionals such as journalists. It has also become a relevant area due to its successful application to
user behaviour analysis and prediction of malicious user versus legitimate user. This paper describes
our participation at PoliticEs@IberLEF2022 shared task, whose goal is classify the political ideology of a
person as well as other related information such as profession or gender. We explore several machine
learning models to address the task of political ideology detection.

Keywords

Political ideology detection, Logistic Regression, Random Forest, kNN, Text classification

1. Introduction

The political ideology is the combination of beliefs, values and ideas that define a person
individually and socially. [1] Political ideology can be used to understand the individual and
social behaviour. Several previous works have studied the relationship between personality
traits and ideology [2, 3]. For example, the study described in [4] analyzed why liberals are
happier than conservatives. Moreover, our political ideology has a great influence in our daily
lives. The study [5] describes a correlation between political ideology and citizens attitude
towards vaccination campaigns, which can help to identify those groups where the promotion
of these campaigns could be more challenging.

Furthermore, the number of people who get the news from social media is increasing. Ac-
cording to a recent survey by the Pew Research Center, more than 80% of American adults get
the news from social media. Although social media have brought benefits, they also promoted
echo chambers. In [6], the authors describe a correlation between the increase in political
polarization and the echo chambers created in social media. It is in these echo chambers where
fake news, ideologically acceptable for its members, are propagated and distributed, fostering
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intolerance and affecting voting behavior. Therefore, the detection of possible bias in the differ-
ent information sources can help to ensure important values in a democratic society such as
objectivity, unbiased reporting, promotion of plurality, or democracy.

So far, most attempts at political ideology detection have focused on English [7]. Indeed, the
number of Twitter datasets in a language other than English is very scarce [7].

The PoliticEs@IberLEF2022 [8] aims to classify the political ideology of a person from tweets
written in Spanish.

This paper describes our participation at the PoliticES@IberLef 2022 shared task [9]. This work
explores different machine learning algorithms to automatically detect the political ideology of
Twitter users based on their tweets

This paper is organized as follows: Section 2 describes the state-of-art of this task. Section
3 describes the dataset and methods used in this work. Section 4 describes the evaluation of
proposed methods and discusses the results. Finally, Section 5 describes the conclusions of the
work.

2. Related work

The use of traditional machine learning methods for the automatic detection of political ideology
has been used since its inception until today. Some common techniques used for political
ideology detection are Logistic Regression, Support Vector Machine [10], Naive Bayes [11],
K-Nearest Neighbors [12] and Random Forest [13].

As early as 2006, the study described in [14] the used SVM and Naive Bayes classifier to
classify political speeches in the US Congress in 2005.

In [15], the authors analyzed political speeches held in the German Bundestag in order to
classify politicians according to their political party (five class problem), their affilation in the
government (binary problem) and their political opinions (56 class problem). To carry out this
work the authors used the Logistic Regression technique. The dataset has two parts: the first
part is composed of all political speeches made in the German Bundestag during the 17th and
18th legislatures. The second part contains all manifesto texts of parties running for election in
the German parliament during the same legislatures. In total 22,784 speeches from the 17th
legislative period and 11,317 speeches from the 18th period. For the political party detection,
the work achieves an average precision of 0.62 in parliament speeches and an average precision
of 0.51 in party manifestos. For the binary problem, the model obtains an average precision of
0.85 in parliament speeches and an average precision of 0.65 in party manifestos. In the political
views task the model achieves an average precision of 0.47.

In [16], the authors use a set of algorithms to classify political orientation on Twitter during
the 2015 Spanish elections. In this work, they use several algorithms such as Naive Bayes,
Support Vector Machine, k-Nearest Neighbors and Random Forest. The dataset they used
contains 24,900 tweets: 14,297 tweets with the hasthag #24M and 10,603 tweets with the hasthag
#Elecciones2015. The authors grouped the tweets in three classes: progressive ideological
trend, conservative ideological trend and no political orientation. They trained five models:
Naive Bayes (accuracy of 0.67), Random forest (accuracy of 0.77), k-Nearest Neighbors (Average
accuracy of 0.71), Linear SVM (accuracy of 0.76), Logistic Regression (accuracy of 0.71).



Recently, several deep Learning techniques such as LSTM (Long Short Term Memory) [17]
and transformers models have been used for the political ideology detection.

LSTM is a type of recurrent neural network that is able to "remember" and exploits the
previous states of the network to predict the next state. The main characteristic of the LSTM
networks is the that their cells contain three different gates: input gate, forget gate and output
gate, which allows to regulate the information flow in the LSTM network. In [18], the authors
use an LSTM network to classify tweets according to whether they are democratic or republican.
The authors obtained an average accuracy of 0.87. The dataset used contains 1,417,723 of
training samples and 354,431 of test samples.

The Transformer architecture was first described in [19]. This architecture is based on the
use of multiple Attention mechanisms. An Attention mechanism allows us to identify the
features more relevant parts of a text. In this work, the authors described that the use of
multiple interconnected attention mechanisms can be used to successfully perform several
Natural Language Processing (NLP) tasks such as text classificaton or named entity recognition.
One of the most widely used architectures today that use transformers is BERT [20]. In [21],
the authors use the BERT architecture to detect political ideology in news articles. The authors
use a dataset of 34,737 manually labelled articles to train the network. With this network the
authors obtained an accuracy of 72% and a F1 macro of 54.29%.

3. Approaches

3.1. Dataset

In this section, we describe the dataset [22] provided by the organizers of PoliticEs@IberLEF
2022 shared task. It contains 37,560 tweets in Spanish, belonging to a total of 313 users of
different ideologies (left, moderate left, right or moderate right). In addition, it provides a set of
extra labels such as gender or profession that can be interesting for the analysis of the ideological
situation of the country. Moreover, these features can help to find certain relationships that at
first would seem unconnected. We now describe in more detail the fields of each instance in the
dataset:

+ User: Predefined username that maintains the user’s privacy. This will follow the structure
of "@userX", where X corresponds to a unique identifier number of the user. There are a
total of 313 users with 120 tweets each one.

« Gender: Determine the user’s gender using the labels male or female.

+ Profession: Determines the user’s profession distinguishing between journalist and
politician.

+ Ideology binary: Determines the user’s ideology using the left or right political labels.

« Ideology multiclass: Determines the user’s ideology using the political labels left,
moderate left, right or moderate right.

« Tweet: Messages written by the user on the social network Twitter. These tweets are
tagged to generalize political parties, proper nouns (person), etc.

In Figure 1, we can see a predominance of men with 56.54% compared to women, with 43.45%.
Regarding the profession, we can see that politicans (80.35%) are more frequent than journalists



(19.65%). This extreme unbalanced distribution can cause serious problems when training the
model and lead to overfitting.
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Figure 1: Gender analysis Figure 2: Profession analysis

Looking at the binary ideology (see Fig. 3), we can see a similar unbalance with respect to
gender. It is not as severe as the profession of the users, so it should not cause so many problems
when training a deep learning model.

Finally, in the analysis of multiclass ideology (see Fig. 4), it can be observed that users tend to
have a moderate ideology, with the left and moderate right tags occupying the largest share of
tweets. Furthermore, it can be observed that the right ideology has the least number of tweets,
while the left ideology has a similar number of tweets than the moderate ideologies.
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Figure 3: Ideology binary analysis Figure 4: Ideology multiclass analysis

3.2. Methods

The following section will define all the trained models and the preprocessing performed on
the corpus.

Preprocessing the text corpus is an essential task for text classification models to work
properly. Performing data cleaning allows the creation of a more reliable corpus, since it ensures
that the training text does not contain duplicated, irrelevant or incorrect information. This
preprocessing is usually performed once the text has been tokenized using different techniques,
of which the following have been used in all the trained models:

+ Normalization: Normalization of the training text is helpful in removing noise from the
corpus. In natural language processing, noise is understood as all extraneous characters,
punctuation marks, capitalization, numbers, etc. In the models, all training tweets have
been normalized by removing all characters that could affect the classification.



« Stop words: Stop words are those terms in a sentence that do not provide relevant
information to the text as a whole. To avoid noise in the corpus they should be eliminated.

+ Stemming: Finally, the preprocessing of the text should analyze all the words by elimi-
nating the root of the words.

Once the text has been preprocessed, the architectures of the models to be trained must be
chosen. In our project, the following architectures have been used:

+ K-Nearest Neighbors: As mentioned above, one of the most widely used classifiers is
K-Nearest Neighbors. For this, different number of neighbors has been used to observe
the performance. The neighbors used have been 3, 5, 10, 20, 40.

« Random Forest: Another architecture has been Random Forest, which uses decision
trees in sub samples of the training corpus. Different numbers of estimators (10,100,200)
have been used, which determine the number of decision trees in the forest and various
splitting criterion (gini and entropy).

+ Logistic Regression: Logistic Regression has also been used with the penalties none, 11,
12 and elasticnet combined with the solvers newton-cg, lbfgs, liblinear, sag, saga.

4. Results

A total of 100 models have been trained with the different combinations of parameters mentioned
in the previous section. They can be divided into groups of 25 models, each group intended to
predict gender, profession, binary ideology and multiclass ideology.

Next, we will briefly discuss the results obtained, which can be consulted in the appendix.

Attending to the profession, we can see that there is a large disproportion between F1 metrics
of politician and journalist. This is due to the imbalance of the data, with politicians occupying
0.80 versus 0.19 for journalists. An increasing improvement can be observed with the increase
in the number of neighbors in K-Nearest Neighbors, however the results for journalists are still
very low. The most compensated models are offered by Logistic Regression, more in particular,
Logistic Regression without penalty and with the saga solver, which has an F1 of 0.88 for
politicians and 0.47 for journalists.

In the analysis of gender classification, the results are much more balanced than in the
profession models, although there are still better metrics for the male gender prediction. In
these models it can be observed more clearly that the higher the number of neighbors in the
K-Nearest Neighbors, the better the results. However, the number of estimators does not
seem to be relevant for Random Forest. Finally, even though the metrics between the different
architectures differ much, Logistic Regression without penalty and with the saga solver is the
one that offers the best results.

The binary ideology classification models perform similarly to the gender classifiers, with an
F1 of 0.73 for the left, and 0.63 for the right, there is a small imbalance in the data.

Finally, the multiclass ideology ranking obtains the worse results. Moderate ideologies have
better metrics in line with their higher number of training instances, while the more extreme
ones offer metrics around an F1 of 0.50.



5. Conclusion

This work has explored several algorithms to study a multi-classification problem and a binary
classification problem in the field of political ideology detection using Spanish tweets. A binary
classification study for gender and profession detection has also been carried out using the
same dataset.

Several algorithms have been compared: Decision Trees, K-nearest Neighbors, Random Forest
and Logistic Regression. The best model was Logistic Regression with the saga solver for all
tasks, obtaining an average F1-score of 0.67 for profession classification, an average F1-score of
0.59 for gender classification, an average F1-score of 0.71 for binary classification of political
ideology and an average F1-score of 0.53 for multi-classification of political ideology. We ranked
18th in the shared task.

We plan to experiment with different variants of transformers language models such as Maria
[23] or RigoBERTa [24].
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6. Appendix

Profession F1 politician ~ F1 journalist
Decision Tree: [gini, best] 0.84 0.34
Decision Tree: [entropy, best] 0.84 0.35
Decision Tree: [entropy, random] 0.85 0.36
K-Nearest neighbors: 3 0.08 0.34
K-Nearest neighbors: 5 0.88 0.03
K-Nearest neighbors: 10 0.89 0.28
K-Nearest neighbors: 20 0.89 0.17
K-Nearest neighbors: 40 0.88 0.07
Random Forest: [10, gini] 0.88 0.30
Random Forest: [100, gini] 0.89 0.19
Random Forest: [200, gini] 0.89 0.19
Random Forest: [10, entropy] 0.89 0.33
Random Forest: [100, entropy] 0.89 0.20
Random Forest: [200, entropy] 0.89 0.19
Logistic Regresion: [I1, liblinear] 0.89 0.32
Logistic Regresion: [I1, saga] 0.89 0.32
Logistic Regresion: [12, Ibfgs] 0.89 0.28
Logistic Regresion: [12, liblinear] 0.89 0.28
Logistic Regresion: [12, newton-cg] 0.89 0.28
Logistic Regresion: [12, sag] 0.89 0.28
Logistic Regresion: [12, saga] 0.89 0.28
Logistic Regresion: [none, Ibfgs] 0.87 0.48
Logistic Regresion: [none, newton-cg] 0.86 0.46
Logistic Regresion: [none, sag] 0.87 0.47
Logistic Regresion: [none, saga] 0.88 0.47
Gender F1 male F1female
Decision Tree: [gini, best] 0.61 0.50
Decision Tree: [gini, random] 0.60 0.50
Decision Tree: [entropy, best] 0.61 0.50
Decision Tree: [entropy, random] 0.60 0.49
K-Nearest neighbors: 3 0.06 0.59
K-Nearest neighbors: 5 0.02 0.59
K-Nearest neighbors: 10 0.01 0.59
K-Nearest neighbors: 20 0.38 0.57
K-Nearest neighbors: 40 0.57 0.55
Random Forest: [10, gini] 0.62 0.53
Random Forest: [100, gini] 0.69 0.52
Random Forest: [200, gini] 0.69 0.52
Random Forest: [10, entropy] 0.62 0.53
Random Forest: [100, entropy] 0.69 0.52
Random Forest: [200, entropy] 0.69 0.52
Logistic Regresion: [I1, liblinear] 0.70 0.49
Logistic Regresion: [I1, saga] 0.70 0.49
Logistic Regresion: [12, Ibfgs] 0.70 0.50
Logistic Regresion: [12, liblinear] 0.70 0.50
Logistic Regresion: [12, newton-cg] 0.70 0.50
Logistic Regresion: [I2, sag] 0.70 0.50
Logistic Regresion: [12, saga] 0.70 0.50
Logistic Regresion: [none, Ibfgs] 0.65 0.55
Logistic Regresion: [none, newton-cg] 0.63 0.52
Logistic Regresion: [none, sag] 0.64 0.54
Logistic Regresion: [none, saga] 0.65 0.54




Ideology binary F1left F1right

Decision Tree: [gini, best] 0.67 0.58

Decision Tree: [gini, random] 0.68 0.58

Decision Tree: [entropy, best] 0.67 0.58

Decision Tree: [entropy, random] 0.68 0.59

K-Nearest neighbors: 3 0.08 0.61

K-Nearest neighbors: 5 0.05 0.61

K-Nearest neighbors: 10 0.65 0.63

K-Nearest neighbors: 20 0.73 0.62

K-Nearest neighbors: 40 0.76 0.59

Random Forest: [10, gini] 0.75 0.57

Random Forest: [100, gini] 0.77 0.62

Random Forest: [200, gini] 0.78 0.63

Random Forest: [10, entropy] 0.74 0.56

Random Forest: [100, entropy] 0.78 0.63

Random Forest: [200, entropy] 0.78 0.63

Logistic Regresion: [I1, liblinear] 0.77 0.65

Logistic Regresion: [I1, saga] 0.77 0.65

Logistic Regresion: [12, Ibfgs] 0.78 0.66

Logistic Regresion: [l2, liblinear] 0.78 0.66

Logistic Regresion: [I2, newton-cg] 0.78 0.66

Logistic Regresion: [12, sag] 0.78 0.66

Logistic Regresion: [I2, saga] 0.78 0.66

Logistic Regresion: [none, Ibfgs] 0.75 0.67

Logistic Regresion: [none, newton-cg] | 0.72 0.64

Logistic Regresion: [none, sag] 0.75 0.67

Logistic Regresion: [none, saga] 0.75 0.67
Ideology multiclass F1left F1 moderate left F1 moderate right F1 right
K-Nearest neighbors: 3 0.04 0.08 0.47 0.01
K-Nearest neighbors: 5 0.01 0.05 0.47 0.00
K-Nearest neighbors: 10 0.07 0.46 0.49 0.00
K-Nearest neighbors: 20 0.28 0.53 0.53 0.10
K-Nearest neighbors: 40 0.31 0.56 0.53 0.11

" Random Forest: [10, gini] 0.45 0.52 0.48 0.20

Random Forest: [100, gini] 0.48 0.57 0.56 0.21
Random Forest: [200, gini] 0.49 0.58 0.56 0.22
Random Forest: [10, entropy] 0.44 0.52 0.48 0.22
Random Forest: [100, entropy] 0.49 0.57 0.55 0.22
Random Forest: [200, entropy] 0.47 0.58 0.56 0.22
Logistic Regresion: [I1, liblinear] 0.54 0.58 0.59 0.35
Logistic Regresion: [I1, saga] 0.54 0.58 0.58 0.36
Logistic Regresion: [12, Ibfgs] 0.57 0.61 0.61 0.38
Logistic Regresion: [12, liblinear] 0.57 0.60 0.60 0.34
Logistic Regresion: [12, newton-cg] 0.57 0.61 0.61 0.38
Logistic Regresion: [I2, sag] 0.57 0.61 0.61 0.38
Logistic Regresion: [12, saga] 0.57 0.61 0.61 0.38
Logistic Regresion: [none, Ibfgs] 0.55 0.59 0.58 0.43
Logistic Regresion: [none, newton-cg] | 0.51 0.55 0.55 0.38
Logistic Regresion: [none, sag] 0.54 0.58 0.58 0.43
Logistic Regresion: [none, saga] 0.54 0.58 0.58 0.43
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