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Abstract
Author profiling is a very important and useful task in the Natural Language Processing research
community. Its objective is to infer some characteristics related to the author of some text, such as
gender, age, and preferences, among others. In this paper, we present our solution to the Spanish Author
Profiling for Political Ideology task in PoliticEs@IberLEF2022. This solution consists on specialized
classification models for each subtask, specifically, we used fine-tuned BERT models for the gender and
profession subtasks, XGBoost for binary ideology, and Logistic Regression for multiclass ideology. A
variety of pre-processing techniques were also used to clean up the texts. With our final approach we
obtained the 4th place in the PoliticEs contest.
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1. Introduction

The current technological advance allows us to access large amounts of data generated by users
on the Internet and social media platforms such as Twitter, Facebook, blogs, or public forums.
Most of this data is textual, and to get some insight about the people who generate such data, is
very important and useful for many real world applications. Nowadays, there are significant
research efforts to tackle this problem, mainly in the field of Natural Language Processing (NLP)
and Machine/Deep Learning (ML, DL).

The author profiling task is defined in [1] as "the process of identifying the data about a user
interest domain". Furthermore, in [2], it is described as the extraction of demographic aspects of
a person from their texts. For example, gender, age, location, occupation, socioeconomic level
or native language, but also, personality traits such as extraversion or neuroticism as well as
political ideology among others.
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The type of extracted user’s information can be classified as static data (e.g. native country) or
dynamic data (e.g. preferences or needs) [3]. Traits such as gender, language, age, location info,
bot or not, are some of the most detected in the user profiling task. The user profiling task can be
tackled using different types of data, such as tweets, and behavioral usage patterns (e.g. number
of clicks, typing velocity, etc.). Using Social Media or data from the Internet are resources often
employed in the community. The potential applications and usage of user profiling are vast.
Some examples of them are: profiling anomaly detection [4], cyber security [5], specific topic
reviews [6], user’s satisfaction measurement [7], and recommendation systems [8], among
others.

Important advances and analysis on this topic have been done, for instance in [9] is presented
a review of the user profiling task, its advances, challenges, and solutions. Here, Ifeanyi et
al. describe a user profiling taxonomy where the task is grouped into several types, such as
dynamic or static profiling, these could be also done by looking for the behavioral, interest, or
intention traits.

The methods used to tackle this task are very diverse, for instance, supervised or non-
supervised machine learning algorithms, ontology-based methods, statistical models, or even
a hybrid methodology using some of the prior ones. One of the first attempts to tackle user
profiling is described in [10] where a Lifestyle finder method is proposed, here the demographic
information is used to generalize user-specified data related to the population. The experimental
website was launched in 1996 generating a database of more than 4,000 users, at the time of
the paper’s publication in 1997. Since then, the methods have evolved substantially. In more
current works, like [11], is proposed a dynamic user profiling on Twitter method using word
embeddings to describe the user’s content over time. This profiling was done based on the
user’s interests. A multi-source user profiling method applied to recommendation systems is
proposed in [12], where the data sources include personal history, explicit preferences, and
social activities like comments, and shares. As a result, is generated a continuous updating
profiling improved the accuracy of the personalized recommendation system.

In this paper, the problem of Twitter user profiling is tackled, in two aspects, gender and
profession identification, and also political ideology detection.

The manuscript is organized as follows, Section 2 describes the preprocessing that was
performed on the data to be used. Section 3 describes the proposed methodology for both
problems of gender and profession and ideology identification. Section 4 shows the obtained
results and finally, Section 5 draws our main findings and conclusions.

2. Dataset

The dataset is conformed by 37,560 tweets, each of them is related to one person tagged with
information related to gender, profession, and ideology (binary or multiclass options). The
dataset contains information from 300 different users, each of them with 120 tweets. Analyzing
the dataset, we observed there is no unbalanced data according to the classes distribution
(gender and ideology binary), nevertheless, in classes profession and ideology multiclass are
clearly unbalanced data, as in shown in Table 2 [13, 14].

Again, through the dataset review, we conclude that a pre-processing step is mandatory. For



Table 1
Dataset classes distribution

Class Label Percentage
gender male-female 0.56-0.44%

profession politician-journalist 0.80-0.20%
ideology binary left-right 0.56-0.43%

ideology multiclass
left-moderate left, 0.24-0.32,

moderate right-right 0.29-0.13%

instance, in the following example of a tweet could be noted some grammatical errors, the usage
of emojis, words abbreviations, and some unusual characters.

@user 1, male, journalist, right, moderate_right. check-mark-button Derrumbe de
la estrategia judicial creada contra el gobierno por el 8M. check-mark-button Feijoo tritura
el argumentario del [POLITICAL_PARTY] sobre la gestión residencias . check-mark-button
Unión Europea y FMI alaban al gobierno por Ingreso Mínimo Vital. Vaya fin d semana lleva ....

The contest organizers used the special characters or tag [𝑃𝑂𝐿𝐼𝑇𝐼𝐶𝐴𝐿_𝑃𝐴𝑅𝑇𝑌 ], and
@𝑢𝑠𝑒𝑟 to refer to one political party and one Twitter user. This was done as to not have a way
to get this additional information for the system proposal because this could change the main
objective of the task, and the task could be somehow trivial.

3. Methodology

The methodology we proposed consists on the specialization of some learning algorithms to
address particular subtasks related to author profiling on twitter. To this end, we perform
specific fine-tuning to obtain optimal hyperparameters for the following models: BERT [15],
particularly, we used the spanish pre-trained model BETO [16], logistic regression and XGBoost
[17]. In Figure 1 we show a summary of the learning algorithms we used and the specific
subtasks they solve.

Figure 1: Summary models.

In the following sections, we explain the methodology in detail.



3.1. Data preprocessing

On Section 2, we emphasize the need of doing some preprocessing on the dataset to deal
with all the issues we observe on our data from tweets. In our case, we did some traditional
pre-processing to the texts, such as lower case text transformation, punctuation cleaning,
removal of unusual characters, removal of repeated words, grammatical errors correction,
emojis replacement, and Spanish translation. Furthermore, lists of punctuation symbols, unusual
characters, and repeated words, were done based on a sample of the dataset.

In Table 2, we show an example of the pre-processing step we perform on the corpus.

Table 2
Example of how we did the replacement of some words of symbols

Original text Transformation result
@user @user @user @user

x por
q que

covid19 coronavirus
S.M. su majestad
R. de Región de

For emoji replacement, we counted the number each emoji appearances, then we selected
the top 80% of the most used emojis. Subsequently, each emoji was replaced by a textual
representation of their meaning. The least frequent emojis (the remaining 20%) were replaced
with the tag [𝑒𝑚𝑜𝑗𝑖_𝑘].

3.2. Models

As baseline models, we used those proposed by the competition organizers, which consists on
a bag of words (BOW) representation and a logistic regression model as the classifier for all
prediction problems, i.e. gender, profession and ideology.

For all classification models we used, we obtained the optimal one by using a cross-validation
grid-search approach defined over the main hyper-parameters for each model. For logistic
regression, the fine-tuned parameters were the type of regularization (𝑙1, 𝑙2) and the regulariza-
tion parameter 𝐶 ∈ [−3, 3] with stepsize of 0.1. For XGBoost, the fine-tuned parameters were
the maximum depth 𝑚𝑎𝑥_𝑑𝑒𝑝𝑡ℎ ∈ [1, 10] with stepsize 1, and the number of boosting itera-
tions 𝑛_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 ∈ [50, 100, 150, 200]. These models gave us good results for the political
ideology subtask, but that was not the case for gender and profession subtasks. For this reason,
we pursued another approach.

For the gender and profession sub-tasks our proposal is based on a fine-tuned BETO model
with a bagging scheme. A tweet is, by design, a very small piece of text. In fact, it is capped at
280 characters. We found that on the provided dataset the word count was around 42 words per
tweet. There have been successful attempts at modeling tweets as single documents in Spanish,
such as Robertuito [18], which is a RoBERTa model [19] trained on 500 million tweets. While
this seemed promising at first, we found that the performance for this problem was poor. This
may be due to the specific political context of the tweets from our dataset, which might not be



covered in the training corpus of Robertuito. A BETO base model has the clear advantage that
it was pretrained on big corpus with a great diversity of topics and contexts, so, it can deal in
a better way with other contexts. Another thing to consider is the formality of the language.
BETO is pre-trained in a variety of texts, ranging from very informal, to very formal like wiki
texts.

It was common for us to find tweets that did not contain enough information for us as humans
to classify the user by their gender or their profession. This lead us to believe that we somehow
needed to study many tweets at once in order to enrich the information about the user. Ideally,
it would be great to have a user-level embedding, capable to represent and summarize the
information from all 120 tweets from each user. However, it is impossible for BERT to process
120 tweets per user due to maximum sequence length constraint. To circumvent this issue, we
propose to create documents composed of 12 tweets per user for the gender subtask, and 8 for
the profession subtask, as is shown in Figure 2.

Figure 2: Transformation of tweets for the BETO model.

Pasting and dividing the dataset in this fashion, brought us important advantages. First, we
were able to encode longer documents from the users, allowing to obtain useful contextual
embeddings with the BETO model. Besides, even when we reduced the original 120 documents
(tweets) per user to only 8 or 12, it was good enough to the fine-tuning process of BETO.
Different sizes were tested to create the documents (8-12), but the ones mentioned above were
the ones we obtained the best results.

For prediction, we used a Bagging scheme [20], meaning that we obtain a label prediction for
each one of these 8 or 12 documents per user with the fine-tuned BETO model, then, the mean
was taken and rounded to get the final prediction for each user.

3.3. Performance metric

To approximate the generalization of our approaches, we considered a 80% split for training
and 20% for testing. Considering that there are unbalanced classes, the best metric where
performance is correctly reflected is the Macro-F1. Since there are 4 classes to predict, we
consider the average of the Macro-F1 metric for each of the classes to evaluate the overall
performance on the task, defined in Equation (1).



Macro-F1𝑃𝑜𝑙𝑖𝑡𝑖𝐸𝑆 =
1

4

(︃ ∑︁
𝑐𝑙𝑎𝑠𝑠∈𝐶

Macro-F1𝑐𝑙𝑎𝑠𝑠

)︃
(1)

4. Results

The results we obtained with our proposal in the test dataset are shown in Table 4, including the
baseline. Based on those results, we decided to use the fine-tuned BETO model as was described
in Section 3.2 for the gender and profession subtasks, the XGBoost model for the binary ideology
subtask, and the logistic regression model for the multiclass ideology classification.

Table 3
Results on Macro-F1 score for the baseline model, Logistic Regression, XGBoost, and BETO model
evaluated in the test dataset.

Class Baseline LR XGB Beto
gender 0.576 0.693 0.793 0.796

profession 0.432 0.881 0.805 0.860
ideology binary 0.592 0.919 0.950 0.901

ideology multiclass 0.411 0.790 0.700 -

With this proposal, which includes the data pre-processing we described in Section 3.1, we
secured the 4th place on the contest Table 4. Furthermore, 2nd place on the gender and
multiclass ideology subtasks was obtained.

Table 4
Final results
Team Name Average Macro-F1 Macro-F1 Macro-F1 Ideology Macro-F1 Ideology

Macro-F1 Gender Profession Binary Multiclass
1er. LosCalis 0.902 0.902 0.944 0.961 0.800
2do. NLP-CIMAT-GTO 0.890 0.784 0.921 0.961 0.896
3er. AlejandroMosquera 0.889 0.826 0.933 0.951 0.845
4to. CIMAT_2021 0.879 0.836 0.895 0.941 0.845

5. Conclusions

This work proposes a solution to the PoliticEs authorship profiling problem, which consists
in determining the gender, profession, and political ideology of a user from a sample of their
tweets. Specifically, we used a fine tuned BETO model to predict gender and profession, an
XGBoost model for binary ideology, and Logistic Regression for multiclass ideology. With our
final approach we obtained the 4th place in the PoliticEs contest. It should be noted that this
methodology was built from testing different approaches which include ordinal classification



methods, extract the sentiment of the tweet and use it as feature, among some other techniques
that did not give better results than those presented in Section 3.

An idea to improve the previous analysis lies in rethinking the use of the BETO model for
the binary ideology class, since we realized that it had very low yields compared to the rest of
the models.
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