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Abstract
In this work we explore different approaches for the text comprehension and MCQA task in ReCoRES:
Reading Comprehension and Reasoning Explanation for Spanish, part of IberLef 2022. Specifically, we
explore the use of encoder models, generative models, clue generation systems and dataset expansion.
In our experiments, the best model was a pretrained MT5 model finetuned on a expanded multilingual
dataset. With this approach we obtained an accuracy in the test set of 72.54% which gave us the second
position in the competition only 3.37% behind the first place.
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1. Introduction

This project has been carried out for the participation in the IberLEF 2022 competition. Specifi-
cally for subtask 1 of the task ReCoRES: Reading Comprehension and Reasoning Explanation for
Spanish [1] . This consisted in answering reading comprehension questions by choosing among
five options (indicated by letters A to E) the correct answer.

Our proposal investigates different approaches found in the literature applied to the English
language and tries to obtain the best solution adapted to Spanish taking into account the lack
of resources.

For this task we compared three different approaches to the problem. Using encoder models,
using generative encoder-decoder models and using a generation of clues system with an
encoder-decoder to help choosing the correct option. Furthermore, we tested augmenting the
data using auxiliary datasets in other languages and how the difference of the language affects
the performance of the models.
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2. Data processing and analysis

2.1. Processing

The competition data were given in 459 YAML files. For each file there was a single text and
one or more questions. For each question the text of the question itself, the available options,
the correct answer and the reason why it was chosen were provided (Figure 1).

Figure 1: Structure of a datum

To create the data table, we broke the data down by question. The resulting table contains
1,818 rows (one per question). After analyzing the table, 7 rows were removed due to mistakes
that made it not processable.

Data was divided in a training set and an evaluation set. As the test data of the competition
was unlabeled, we evaluated every model with the evaluation set.

2.2. Analysis

Some of the questions in the text did not contain option ’E’ and others lacked an explanation of
the correct answer. These problems were solved by imputing an empty string where necessary.

Figure 2: Frequency of the options.

Another problem with the data is the lack of a uniform frequency distribution among the
data. There are many more C’s than A’s as can be seen in Figure 2. This will put the baseline
performance of always chosing C around 25%.



Regarding the length of the texts, most of them do not exceed 500 words (see Figure 3). This
is very important since many models support up to 512 tokens. For this reason, it was decided
not to explore information retrieval methods for reducing the text to a relevant paragraph of
the appropriate size.

Figure 3: Frequencies of the text length in words.

3. Encoder models

Models that use only the encoder of the transformer architecture, namely BERT [2] and its
derivatives, are currently state of the art in benchmarks such as RACE [3].

In order to use these models for this task, for each option of each question, data was divided
in two parts. The first part contained the text and the second part contained the question with
the option appended to it. Both sections were tokenized together and given to the model.

The models used were provided with the multiple choice head available in all BERT models in
Hugginface Transformers [4] with the BertForMultipleChoice class. This gives the model a
linear layer and a softmax on top of the original backbone. This setup makes the model capable
of determining which of the question-answer pairs fits better with the context provided, and
thus is the correct answer.

Model Accuracy(%) F1 Precision Recall

BERT ES 45.5 0.457 0.461 0.455
distilBERT Multilingual 27.6 0.279 0.291 0.276

RoBERTa ES 40.7 0.414 0.431 0.407
RoBERTa ES SQAC 45.8 0.459 0.465 0.458

distilBERT ES SQUAD 45.5 0.460 0.467 0.455
BERT ES SQUAD2 45.8 0.464 0.477 0.458

RoBERTa ES SQUAD2 47.9 0.483 0.497 0.479

Table 1
Results obtained with the encoder models in different setups

Different models of the BERT family were tested in order to determine which one worked

https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
https://huggingface.co/distilbert-base-multilingual-cased
https://huggingface.co/PlanTL-GOB-ES/roberta-base-bne
https://huggingface.co/PlanTL-GOB-ES/roberta-base-bne-sqac
https://huggingface.co/mrm8488/distill-bert-base-spanish-wwm-cased-finetuned-spa-squad2-es
https://huggingface.co/mrm8488/bert-base-spanish-wwm-cased-finetuned-spa-squad2-es
https://huggingface.co/hackathon-pln-es/roberta-base-bne-squad2-es


better for the task. Results can be found in the Table 1. The model with the better score was the
RoBERTa [5] model finetuned using the SQUAD 2.0 translated to Spanish[6] dataset.

4. Generative models

In this section we wanted to explore the capabilities of Encoder-Decoder models dedicated
to generation of text. The model we decided to test was the MT5[7] as it is one of the most
powerful multilingual generative models freely available. The main issue with this model is
that it has only been trained with unsupervised data. For this reason it is untrained for the task
of conditional generation, as the task requires labeled data.

To explore these models we trained 3 different versions of the MT5 using the maximum
possible batch size in our GPU (NVIDIA A100 with 40GB). For each of them, we performed the
training on two different setups for representing the correct solution: one giving them only
the letter of the correct answer (L) and the other giving them the letter and the correct option
text(L+O). For testing, we took the first character generated by the model as their answer. The
results are shown in Table 2.

Model Batch size Accuracy(%)

MT5-base(L) 8 27
MT5-base(L+O) 8 32
MT5-small(L) 16 0

MT5-small(L+O) 16 0

Table 2
Results using generative models.

This results are much lower than those obtained with the encoder models because the MT5
model needs more training data in order to learn to generate a good conditional answer as
it was not trained for the task. It also must be remarked that the MT5-small model has a 0%
accuracy because it didn’t generate the desired output so the metric could not be calculated.

As the results suggest that the version with the labels containing the letter and the correct
option perform slightly better than the versions with only the letter, it was decided to follow
this label format for all the generation models from this moment.

5. Clue Generation

For our third approach we tried a modification of the GenMC model[8]. This model was recently
developed with a new approach that used encoder-decoder models to generate a clue and use it
to enhance a reader for MCQA.

The MCQA model proposed by the authors of the paper used the T5 model as a pretrained
base. As this model is only trained in English, we had to adapt it to the MT5 model. However,
MT5, unlike T5, has not been trained with supervised data. For this reason, it is untrained for
conditional generation as explained in Section 4.

https://huggingface.co/google/mt5-base
https://huggingface.co/google/mt5-base
https://huggingface.co/google/mt5-small
https://huggingface.co/google/mt5-small


As expected, the model generated clues that did not make sense with the question as it was
very under-trained. As a consequence, the clues were detrimental for the model resulting in a
performance of a 17.8% accuracy.

6. Data augmentation with RACE

As it was obvious that more data was required in order to obtain better results, we decided to
add to our training set the RACE dataset. RACE is a huge dataset with over 70,000 questions
that are very similar to our dataset. However, it has few but important differences that need to
be addressed before using it.

The first issue is that the questions have four options instead of five. This was solved by
adding a blank option and randomly shuffle the options in order to make it appear in every
options with similar frequencies. The second problem, and the most important, is that the
dataset is in English. In this section we wanted to explore the importance of the language of the
texts and if it is beneficial for the task. For this reason we trained the best configurations of our
three approaches with this new dataset. The only model that was changed was the RoBERTa
trained in Spanish SQUAD 2.0 for the multilingual BERT as we thought it would be necessary
for the model to have understanding of the English language.

Model Batch size Accuracy(%)

BERT Multilingual 8 27
MT5 base 4 49.7
GenMC 4 17.8

Table 3
Results using dataset expansion.

Results in Table 3 show multilingual BERT performed worse that its model without the RACE
dataset. We think this is due to the fact that it is overfitted for the understanding of English,
given the huge size of the RACE dataset in comparison to ReCoRES, and therefore it struggles
in understanding the Spanish texts.

On the contrary, the MT5 increased its performance making it the best model trained up to
this moment. This is probably because this model has a good interlanguage understanding that
helped it increase its performance of Spanish text comprehension even if it was trained in other
languages.

Finally, the GenMC model obtained the same accuracy than without the RACE dataset.
However, the predictions were better but they were unhelpful to provide a correct answer. For
this reason the further study of this approach was discontinued.

7. Data augmentation with translated RACE

In this section we decided to investigate how translating the RACE dataset would affect our
models. To perform the translation the Google Translator API1 using the Deep-Translator

1https://cloud.google.com/translate/docs/apis?hl=es-419

https://huggingface.co/bert-base-multilingual-cased
https://cloud.google.com/translate/docs/apis?hl=es-419


library2 was used.
As the translations were very time consuming and we had the deadline of the end of the com-

petition, we could only translate 25% of the dataset. Nonetheless, this quantity is approximately
10 times the size of the competition dataset. For this reason, we conclude that this quantity was
enough for our exploration.

Model Batch size Accuracy(%)

RoBERTa ES SQUAD2 8 48.5
MT5 base 4 50

Table 4
Results using the translated RACE.

Table 4 shows that the RoBERTa ES SQUAD2 improves significantly compared with the
untranslated version. This confirms our suppositions that these kind of models are very language
sensitive.

Regarding the MT5, the model presents very similar results to the ones obtained with the
original RACE dataset. As the quality of the translations has worsen and the training dataset
reduced to a quarter of the original RACE, we hypothesize that the translation slightly benefits
the model but it is not worth the required amount of time and computation.

8. Data augmentation with several datasets

As we deduced that the MT5 model could be trained with texts and questions in other languages
and benefit from them as the increase of data also increases its performance, we thought it
would be a good idea to combine different datasets and train the model with them.

We used these datasets to expand our original one:

• RACE[3]: a multi-choice reading comprehension dataset, collected from middle and high
school English examinations in China.

• RACE-C[9]: a multi-choice reading comprehension dataset, collected from college English
examinations in China.

• DREAM[10]: is a multiple-choice Dialogue-based REAding comprehension exaMination
dataset.

• RECLOR[11]: a dataset extracted from logical reasoning questions of standardized gradu-
ate admission examinations.

• C3[12]: multiple-Choice Chinese machine reading Comprehension dataset.

With all those datasets we have a combined dataset of more than 148k questions.
After training the MT5 model with this dataset the accuracy obtained was 57% on the

validation set. This value surpasses the previous mark by 7%, which is an enormous increase in
performance. For this reason we sent the predictions of the test split made with this model to
the competition and achieved a 72.54%.

2https://github.com/nidhaloff/deep-translator

https://github.com/nidhaloff/deep-translator


9. Conclusion

This work presents our participation in IberLef 2022 for the subtask 1 in ReCoRES: Reading
Comprehension and Reasoning Explanation for Spanish which aimed text comprehension and
MCQA in Spanish.

Our findings are that while encoder models are a very strong baseline, they perform even
better if pretrained on a similar task such as QA. Best results were obtained with more powerful
multilingual generative models as they improve the most when increasing available data. In
contrast, encoder models show little improvement when including translated data or English
data. Generative models were able to leverage the massive multilingual (Spanish, English and
Chinese) dataset that we created to improve significantly over the encoder models and gave us
the second position in the competition with an accuracy of 72.54%

10. Future work

This project had to be developed in a constrained time frame due to the nature of the competition.
This lack of time didn’t allow us to test some ideas or hypothesis that could be interesting:

• Prompt engineering: Generative models produce different results when encountering the
same problem with different prompts. As shown in [13], a change in how the problem is
verbalized to the model can achieve huge gains in accuracy.

• Context windows: Using information retrieval techniques it should be possible to crop
the irrelevant information from the context of the question. This could be beneficial to
the model as the context would be shorter and more concise.

• Bigger models: MT5, BERT and RoBERTa have bigger variants than those we have used.
Bigger variants (as shown in Table 2) have shown better results than smaller ones. We
believe this is expected to hold to even bigger models and produce better results.
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A. Comparison of the results

Model Accuracy(%)

BERT ES 45.5
distilBERT Multilingual 27.6

RoBERTa ES 40.7
RoBERTa ES SQAC 45.8

distilBERT ES SQUAD 45.5
BERT ES SQUAD2 45.8

RoBERTa ES SQUAD2 47.9
MT5-base(L) 27

MT5-base(L+O) 32
MT5-small(L) 0

MT5-small(L+O) 0
GenMC 17.8

BERT Multilingual RACE 27
MT5-base RACE (L+O) 49.7

GenMC RACE 17.8
RoBERTa ES SQUAD2 RACE ES 48.5

MT5-base RACE ES (L+O) 50
MT5-base DATASETS (L+O) 57

Table 5
Accuracy comparison on our evaluation set
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