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Abstract 
Blockchain has the characteristics of tamper resistance, traceability, promoting data sharing, 

optimizing business processes, reducing operating costs, improving collaboration efficiency 

and building trusted application systems. Blockchain is applied to high elastic grid to meet the 

demand of mutual trust, reducing costs, and improving user involvement. A scheme of PBFT 

consensus algorithm is proposed in this paper to improve performance. Firstly, by analyzing 

the architecture and core processes of the existing alliance chain, the main factors affecting the 

performance are located. Secondly, an optimized Byzantine fault-tolerant consensus algorithm 

based on parallel execution and signature caching is proposed. Finally, the improved consensus 

scheme is tested and analyzed on Changan blockchain. Experiments show that the scheme 

significantly improves the performance of the alliance chain. 
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1. Introduction

The traditional power grid is becoming smarter with the rapid development of light, wind, and heat. 

The intelligence, security and interactivity of smart grid make the intelligent control of "power, 

information and business flow" and the two-way communication between suppliers and users possible, 

so that the power grid can realize intelligent interactive operation. 

Blockchain is decentralized, confidential and traceable, which meets the needs of distributed, 

interactive and data security of smart grid. The consensus algorithm guarantees data security and 

authenticity across nodes in a blockchain system without central nodes. Blockchain consensus 

algorithms [1,2,3] are evaluated by throughput, proof-of-work, decentralization, and algorithm security. 

We will introduce several major blockchain consensus algorithms, such as PoW, PoS, DPos, PBFT and 

RAFT.  

PoW Consensus mechanism. PoW is a proof-of-work based consensus mechanism [4]. Higher 

arithmetic power increases a node's likelihood of becoming a bookkeeping node. The PoW mechanism 

is environmentally unfriendly; the more arithmetic power, the longer the mining time and the more 

bitcoins obtained. In a smart grid environment with few active nodes, a malicious node may have more 

than half of total computing power, which makes it possible to create a longer branch chain to complete 

an arithmetic attack. So PoW isn't suitable for smart grid blockchain. 
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PoS Consensus mechanism. PoS [5] is a consensus mechanism based on proof of stake; node equity 

is proportional to bookkeeping rights. In PoS, the higher the equity, the easier it is for the user to obtain 

bookkeeping rights, which leads to less active nodes and hinders token circulation in the blockchain 

network. So Pos is not suitable to be used in smart grid directly. 

DPoS Consensus Mechanism. DPoS uses voting elections to achieve consensus [1,5]. Elected 

representatives generate consensus blocks. Voters can remove ineffective representatives. DPoS 

improves throughput and reduces latency, while there still some problems such as low voter enthusiasm 

and the inability to quickly deal with malicious nodes. 

PBFT Consensus Mechanism. Practical Byzantine Fault Tolerance (PBFT) [3] guarantees activity 

and security in a network of m nodes with (m-1)/3 fault tolerance. The algorithm's performance 

decreases as the number of grid nodes increases due to its poor scalability and complex communication 

mechanism. Byzantine fault tolerance ensures (m-1)/3 security and activity [5]. Distributed computers 

agree through message exchange. HotStuff [6] solves view switching's high communication complexity. 

Tang Qiang's team at the New Jersey Institute of Technology [7] have proposed the first fully practical 

asynchronous Dumbo Byzantine Fault Tolerance (DumboBFT) algorithm. Chunmei Guo et al [8] 

improved the traditional distributed consensus algorithm, constructed the P-PBFT consensus algorithm, 

introduced the lift mechanism, and the nodes can be dynamically changed, proving that the algorithm 

has good throughput while reducing algorithm overhead; the Byzantine fault tolerance algorithm is 

designed to solve the Byzantine general problem. 

RAFT Consensus Mechanism. Raft is a leader-based consensus algorithm [1] that accepts client 

requests and processes all nodes run by the leader's servers. To get around this, private blockchains use 

a different consensus algorithm that doesn't take into account the Byzantine fault. 

Private, public, and alliance blockchains differ in node rights and interests. In public chain, all users 

can join the blockchain network, and PoW, PoS, etc. are typical consensus mechanisms; in private chain, 

all nodes in the system must be trusted, and Paxos, Raft are typical consensus mechanisms; in alliance 

chain, only nodes that pass identity authentication can join the blockchain network. Alliance chains can 

better meet enterprises' needs for real-world business scenarios than public chains. This paper proposes 

a modified blockchain-based smart grid consensus optimization scheme. 

2. Analysis of the Performance Constraints of Smart Grid Consensus 
Mechanism 

Through study of blockchains such as Changan blockchain (Chainmaker), Hyperledger Fabric, and 

Tendermint, the transaction execution process of the alliance chain can be summarized as shown in 

Figure 1. 

 
Figure 1: Typical alliance chain transaction execution process 

 

Figure 1 shows a typical alliance chain's core process. After receiving a transaction through the RPC 

interface, the node verifies the client ID book, transaction signature, transaction nonce, and other 

information. Some alliance chains also perform contract pre-execution on the transaction and return the 

read/write set. After verification, the transaction is stored in a pool and broadcast over P2P. The 

outgoing node packs the transaction pool into blocks, adds signatures, and broadcasts them to other 
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nodes. Other nodes verify the new block's legitimacy and agree on it using consensus algorithm. 

Alliance chain nodes execute new block transactions and update ledger data and contract status. 

In a business scenario, the alliance chain's performance focus on transaction confirmation speed and 

throughput. TPS equals single block transaction capacity/block-out interval time, while TCS equals 

transaction confirmation speed. Therefore, performance constraint factors can be found through 

analyzing block transaction capacity and outgoing block interval time. Theoretically, increasing block 

transaction capacity and shortening block out interval can directly improve TPS. Bitcoin's block size is 

fixed at 1MB and block out interval is 10 minutes, while the corresponding block size of Ethernet is 

10million gas and 14 seconds. In Changan blockchain, block size is 100 and interval is 1s~2s. Take 

Changan blockchain's certificate contract as an example: the node with Intel Xeon@2.4GHz 2-core, 8G 

Memory, Centos7.1, and 200G HardDisk is tested. In a blockchain network with 200G nodes, order 

nodes and peer nodes execute 5KB data storage transactions. The maximum number of transactions in 

a single block and the block interval are modified and tested. The TPS peaks when the block capacity 

= 1200 and the block interval = 0.5s, and then declines. Figure 2 shows the relationship between block 

capacity and TPS. 

 
Figure 2: Block capacity allocation versus TPS 

 

Combined with the typical alliance chain transaction execution process in Table 1, the above 

phenomenon reveals: the entire transaction process from sending, packing to execution is serial, and 

each step of the execution process has a fixed time overhead, such as signature verification, transaction 

broadcasting, consensus voting, etc. No matter how the block-out configuration is changed, the 

minimum processing time cannot be changed. Increasing block capacity affects transfer speed, 

propagation success rate, execution speed, and block out interval time. Increasing block capacity and 

shortening block out time within a certain range can improve TPS. 

 
Table 1 
Execution time of each phase at TPS peak 

Process Phase Time taken (%) 

Transaction 
validation/pre-execution 

29.6 

Block Proposal 5.1 
Block Consensus 57 

Transaction execution 8.3 

 

The consensus algorithm, which accounts for 57% of blockchain performance, is the dominant factor, 

according to the analysis. The consensus algorithm and process are improved to reduce serialized links 

in the core process. DAG-based consensus [9] allows concurrent transactions, and Consensus 

algorithms can be optimized according to its characteristics. For example, DAG consensus algorithm 

has the problem of transaction confirmation, while Hash Graph has the problem of transaction repetition, 

which affect block validity and is easily attacked by malicious nodes. This paper proposes an optimized 

consensus algorithm scheme to combine the above directions and highly resilient grid blockchain 

business scenarios. 
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3. Consensus algorithm optimization scheme 

Caching, parallelism, and cryptographic algorithms have been studied to improve blockchain 

performance. The literature [10] proposes a performance optimization method for single-chain 

blockchain transactions based on caching technology and refines and analyzes the resource 

consumption and latency of each step of the inefficient block submission process. Using multi-threading 

and a modified IBFT voting algorithm, [11] improves PBFT transaction throughput to 1140 

transactions/sec. Literature [12] proposed a sharing, aggregated signatures, and cryptographic draws 

public chain system. A FPGA-based hash acceleration optimization algorithm for the blockchain is 

proposed to address the low computational efficiency of the blockchain's hash function, which affects 

overall computational efficiency and even leads to security risks. By combining blockchain and FPGA 

acceleration card, the hash algorithm improves the hash function's computational performance. A 

lightweight hashing algorithm is chosen to perform multiple hashes and transform the hash algorithm 

structure to ensure data security. 

Blockchain is required for grid participant identity management, power transaction aggregation, and 

supply usage record verification, allowing thousands of small-scale energy sources to participate in grid 

stabilization services through trusted market mechanisms. Fast transaction confirmation, many 

supported nodes, and reliable data are needed. RAFT algorithm cannot meet decentralization security 

requirements, while the performance of PBFT consensus decreases as the power grid becomes larger. 

In the power grid scenario, in order to ensure the fairness of transactions, the degree of 

decentralization of power transaction matching links is required to be high. In the power supply and 

consumption link, it is required to store the power supply and consumption data, which cannot be 

tampered with and can be audited. We flexibly select the consensus algorithm's weight and selection to 

solve the performance problem. Figure 3 shows the flow chart of our consensus algorithm. 

 
Figure 3: Consensus algorithm optimization flow chart 

 

All blockchain nodes participating in the consensus process need to pass the authentication. In 

different scenarios such as power matchmaking transactions and power access licenses, the identity of 

each node is different, and the corresponding permission scenarios and voting weights are also different. 

This ensures data isolation and blockchain security. When processing transactions, it switches between 

RAFT and PBFT depending on the type of transaction. If it's a power matchmaking transaction, it uses 

PBFT voting; otherwise, it uses RAFT voting. After consensus, all nodes' votes are collected and judged 

to see if the transaction's consensus weight is reached. If so, the voting information is written to the 

grant file; otherwise, it returns to the PBFT algorithm for consensus. 

In the whole process control, the grid platform manager can dynamically adjust the voting weight 

according to the credit score in the voting record, and give rewards and penalties in the audit. By 

controlling the weight of the vote can control whether the transaction is up to standard, for the 

substandard transaction naturally will not be executed. This can strengthen the regulator's ability to 

control the entire transaction information recording process. 
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4. Experimental results and analysis 

This section verifies the effectiveness of the optimization strategies on system performance 

improvement through several comparison experiments. In the following, Section 4.1 details the specific 

configuration and metrics of this experiment, Sections 4.2 shows the comparative experiments on the 

performance impact of optimization strategies. 

4.1. Experimental setup 

This experiment uses 4 units to build a cluster of pressure testing clients and 4 blockchain nodes for 

configuration. This experiment uses LAN networking, and 4 blockchain nodes form a blockchain 

cluster and simulate network interconnection through a switch. The network topology diagram as shown 

in figure 4. 

The specific node configuration of Changan blockchain for this experiment is as follows: encryption 

algorithm: national secret, block interval: 2000ms, block capacity: 5000, consensus algorithm: TBFT 

(optimized PBFT algorithm). 

 
Figure 4: Experimental network topology 

4.2. Consensus algorithm optimization experiments  

In this section, the default TBFT algorithm and the optimized consensus algorithm of Changan 

blockchain will be used to execute 50,000 tariff matchmaking transactions and grid certificate deposit 

transactions respectively. Table 2 shows the TPS of the consensus algorithm optimization test. Table 3 

shows consensus algorithm optimization test transaction confirmation time. It shows that ours scheme 

improved performance obviously. 

Table 2 
TPS of the consensus algorithm optimization test 

Consensus algorithm Avg TPS Total  TRANS Execution time 

TBFT 872 100000 1min57s 
ours 1153 100000 1min36s 

 

Table 3 
Consensus algorithm optimization test transaction confirmation time 

Consensus 
algorithm 

AVG 
TRANS 

CONF time 

Total 
TRANS 

AVG 
block 
CAP 

TBFT 4.6s 100000 4000 
ours 3.9s 100000 4500 
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5. Conclusion 

This paper addresses the characteristics of low operational efficiency and high computational 

overhead of the serial mechanism of the coalition chain, and improves the consensus algorithm 

performance by switching between multiple consensus algorithms in combination with the highly 

resilient power grid business scenario; Experiments based on Changan blockchain shows the system 

performance is significantly improved. 

This work was supported by Science and Technology Foundation of State Grid Zhejiang Electric 

Power Co. Ltd “research and application of state key technology of blockchain supporting high elastic 

power grid balance (B311DS21000H)”. 
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