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Abstract 
Matrix completion, as a method of recommendation system, can well represent the user's rating 

relationship with the item. The traditional matrix completion algorithms rely on a lot of edge 

information and the model is too complex, and in a real recommendation system, there is 

usually not enough edge information available, which can lead to a very large recommendation 

error. Therefore, this paper proposes a matrix completion recommendation model based on 

attention mechanism without using edge information. The model only uses user-rating matrix, 

trains the matrix completion model through multi-layer graph convolution neural network, 

beyond this, uses graph attention mechanism to give different weights to different nodes, which 

can make full use of the information of import nodes. Experiments on public datasets have 

shown that our method is superior to the traditional algorithms related to matrix completion. 

Keywords1 
recommendation system, graph neural network, matrix completion, graph convolutional neural 

network, attention mechanism 

1. Introduction

With the rapid development of information technology, especially in the field of e-commerce and 

social media, the amount of information worldwide is exploding, and while we enjoy the satisfaction of 

convenient access to information, information overload makes it difficult for users to find content of 

interest to them in the overwhelming amount of network data. The recommendation system provides a 

very good solution to information overload[1]. The recommendation system is to combine user 

information (gender, age, region, etc.), item information (price, place of origin, etc.), and user behavior 

of past items (whether to buy, whether to collect, whether to click, etc.), using machine learning, deep 

learning and other technologies to build a user interest model, to provide users with accurate 

personalized recommendations. It is precisely because the recommendation system improves the 

efficiency of information distribution and information acquisition that the recommendation system has 

become the core technology of many Internet manufacturers. 

Due to the high industrial value of the recommendation system, the recommendation system has 

received widespread attention from industry and academia in recent years. From the earliest 

collaborative filtering recommendations and content-based recommendations to today's deep learning-

based recommendation systems, new technologies are constantly improving the performance of the 

recommendation system. Although the above methods have a certain degree of advancement, there are 

still certain problems, as follows: 

1. Only focus on considering a single modeling user representation or item representation, and do

not consider the impact of neighbor information on the user.
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2. Using too much edge information. In the absence of edge information in the dataset, it can lead 

to extremely errors. 

3. The important information between entities is not fully mined, resulting in the delivery of 

important messages being easily lost. 

Aiming at the above problems, this paper proposes a matrix completion recommendation model 

based on attention mechanism, we named it Att-MC. The model does not use edge information, only 

the user-rating matrix and the user relationship matrix, and the user's predictive rating of an item is 

composed of the neighbor's rating fusion of the item. When performing feature fusion, an attention 

mechanism is introduced to achieve adaptive matching of weights to different neighbors, thereby 

improving the accuracy of the model. 

2. Related work 
2.1. Traditional recommendation algorithms 

Collaborative filtration technology[2] is the earliest recommended algorithm, first proposed in the 

1990s. Collaborative filter recommendation technology is simply to use the similar interests and have 

the preferences of a group of common experience to recommend information that the user is interested 

in, collaborative filtering algorithm includes two categories: user-based collaborative filtering algorithm 

and content-based collaborative filtering algorithm. The idea of the user-based collaborative filtering 

algorithm is to find other users who are similar to the user and recommend items that other users interact 

with to the user. The idea of the content-based collaborative filtering algorithm is to find other items 

that are similar to the item that interacts with it and recommend it to that user. From the above, it can 

be found that the central idea of the collaborative filter recommendation algorithm is to calculate the 

similarity. However, due to the extreme scarcity of data, user information is very small, the user 

similarity obtained is likely to be zero, and when calculating the similarity of users or items, the 

computing resources consumed are also very large. 

Feature-based recommendations use more edge information than collaborative filtering, and by 

training mathematical models to predict how users rating unexacted items, commonly used methods 

such as Probabilistic Matrix Factorization[3](PMF) and Singular Value Decomposition[4](SVD). The 

idea of PMF and SVD is to first establish an appropriate mathematical model of the historical interaction 

data of users and items, and then generate a recommendation list that meets the needs of users through 

the model, of which the more widely used recommendation is based on matrix decomposition. 

Mixed recommendation is a way to retain the advantages of different recommendation techniques 

to avoid their shortcomings, different recommendation algorithms are integrated into the 

recommendation system, that is, mixed recommendation[5][6], mixed recommendation is mainly 

divided into 3, pre-fusion, post-fusion, medium fusion. 

In recent years, due to the increasing diversity of user attributes and user-item behaviors, traditional 

recommendation techniques have been unable to meet the diverse needs of users. 

2.2. Recommendation system based on graph neural network 

In recent years, graph neural networks[7] have become the latest development direction for 

recommended systems. Recommendation systems based on graph neural networks[8]  employ 

advanced graphical methods to model user preferences and intentions. Unlike other recommendation 

methods (including content-based filtering and collaborative filtering), graph-based neural network 

recommendation systems are built on graphs that explicitly or implicitly connect important objects, 

such as users, projects, and attributes. Graph neural networks are very suitable for use in 

recommendation systems, because most of the data on the recommendation system is non-Euclidean 

data, and the objects in the recommendation system include users, projects, attributes, and contexts, 

which are closely related to each other and influence each other through various relationships[9]. 

Second, graph neural networks can learn complex graph relationships, and many graph-based learning 

methods have been developed to learn specific types of relationships modeled by graphs and have 

proven to be very effective [10]. 
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However, how to effectively disseminate information between users and items is a challenge based 

on graph neural network recommendation systems. In order to solve this problem, the GC-MC[11] 

model treats matrix completeness as a link prediction problem on the graph, the autoencoder generates 

the potential characteristics of the user and the item node by passing messages on the user-item binary 

diagram, and the GC-MC model combines external information with interactive information, 

effectively alleviating the performance bottleneck related to the cold start problem. The IGMC[12]  

model argues that in some extreme cases, there is no edge information for the recommendation system 

to use, in which case the effect of the model that relies on the edge information will become less 

pronounced, so the IGMC model proposes a model that does not make the inductive matrix of the edge 

information complete, and the IGMC model trains the graph neural network based on the pair of 1-hop 

subgraphs generated from the user-item scoring matrix, and maps these subgraphs to the corresponding 

ratings. The LightGCN[13] model has demonstrated through various ablation experiments that the two 

most common designs in GCN, feature transitions and nonlinear activations, contribute little to the 

performance of co-filtering, and worse, using feature transitions and nonlinear activations increases the 

difficulty of training and reduces recommended performance. Therefore, the LightGCN model uses 

only the most important component in the GCN, domain aggregation for collaborative filtering. 

However, at present, many recommendation algorithms based on graph neural networks rely on a 

large amount of edge information, and once the data lacks edge information, it will lead to a sharp 

decline in recommendation effect. Therefore, this paper proposes a recommendation model that uses 

only the user-rating matrix, the model does not rely on edge information, and at the same time uses the 

attention mechanism to give different weights to different nodes, making full use of the information of 

important nodes. 

3. Model introduction and algorithm description 
3.1. Formulaic description 

Our model aims to predict the user's rating of an item based on the user-rating matrix data and the 

user's relationship matrix. During the forecasting process, there is no reliance on edge information and 

long-term preference information of the user. 

In this model, we make N𝑢 represent the number of users, N𝑣 represents the number of items, M 

(shape is N𝑢 × N𝑣) represents the rating matrix, M𝑖𝑗 represents the user 𝑖’s rating of the item 𝑗, A 

(shape is N𝑢 × N𝑢 ) represents the user’s relationship matrix, A𝑖𝑗 indicates whether the user 𝑖 and 

the user 𝑗 are connected, if the user 𝑖 and the user 𝑗 have both rated an item, it is 1, otherwise 0. In 

the model proposed in this paper, the rating matrix M and the adjacency matrix A  are used to train 

in the multilayer graph convolutional neural network and the graph attention network, and the 

reconstructed rating matrix M̌ is obtained, and then the model is optimized by calculating the error 

between the predicted value and the label value. 

3.2. Overarching framework 

In Att-MC, we first compose the user-item bipartite graph information into a user-rating matrix, 

extract the domain information by using GCN, and generate an accurate project implicit vector. The 

resulting implicit vector of the item is then fed into the attention network, consider the information of 

important domain nodes to construct a more accurate vector representation and predict the user's rating 

of the item. 

The overall framework of the model is shown in Figure 1, first, we construct the bipartite graph 

information into a user-rating matrix M, the shape of the user-rating matrix is N𝑢 × N𝑣, where N𝑢 

represents the number of users, N𝑣 represents the number of items, according to the user-rating matrix 

to construct the adjacency matrix A, the construction steps are: If the user 𝑖 and the user 𝑗  have both 

rated the same item, then A𝑖𝑗 is 1, otherwise is 0. The user-rating matrix and adjacency matrix are then 

normalized according to (1). The standardized user-rating matrix and adjacency matrix are used to learn 

model parameters through two layers of GCN and one layer of GAT. Finally, the resulting implicit 

vector passes through the ReLU layer to obtain the final reconstruction matrix M̌, 
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ℎ⃗⃗ 1

𝑠𝑢𝑚(ℎ⃗⃗ 1)
                               (1) 

where ℎ⃗ 1 represents the feature vector of a single node, 𝑠𝑢𝑚(ℎ⃗ 1) represents the sum of all node 

feature vectors. 

We define the loss function as the error between the predicted value and the label value, and at the 

end of the model, we use the Adam algorithm to train the proposed model. 

 
Figure 1: Workflow of the proposed method 

3.3. GCN layer 

GCN (Graph convolutional network) is a neural network architecture that manipulates graph data, 

and it is very powerful to generate useful feature representations of nodes in graph networks. However, 

using too many GCNs can cause the model to be overly smooth, therefore this model uses two layers 

of GCN. The definition of the first layer of GCN is shown in (2), due to the need to reconstruct the new 

user-rating matrix, therefore, the first layer of GCN does not consider the influence of the node itself 

on itself, 

                     H𝑙+1 = 𝛿(AH𝑙W𝑙)                            (2) 

where W𝑙  represents the parameter matrix of the 𝑙th layer, H𝑙  is the embedding matrix of graph 

nodes in the 𝑙th layer of convolution, 𝛿(∙) is a nonlinear activation function. 

The definition of the second layer GCN is shown in (3), since the first layer has eliminated the 

information of its own nodes, the second layer can adopt its own degree matrix to solve the self-passing 

problem,  

H𝑙+1 = 𝛿(D̃−
1

2ÃD̃−
1

2H𝑙W𝑙)                               (3) 

where 𝐷 is the embedding dimension, Ã is the adjacency matrix of the graph with self-loop,D̃𝑖𝑖 =
∑ Ã𝑖𝑗𝑗 . 

3.4. GAT layer 

GAT (Graph attention network) aggregates neighbor nodes through self-attention mechanism, and 

realizes adaptive matching of weights for different neighbors, thereby improving the accuracy of the 

model. 

The formula for calculating the attention coefficient is as follows: 

                         (4) 

where 𝑎𝑖𝑗 is the propagation weight from node 𝑗 to node 𝑖 and 𝑁𝑖 is the neighborhood set of node 

𝑖, including 𝑖 itself. As shown in (4), he attention mechanism is implemented via a fully-connected 

layer parameterized by a learnable vector a, followed by the 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 function. 

4. Experimental results and analysis 

This section mainly introduces the datasets and evaluation indicators used by the model. The method 

of this paper is then comprehensively compared with other methods. Finally, a detailed analysis of the 

model is given. 
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4.1. Dataset description 

In order to verify the accuracy of this model, the ML-100K and ML-1M in the public MovieLens 

dataset are selected for implementation, and the MovieLens dataset contains multiple user rating data 

on multiple movies, as well as movie metadata information and user attribute information, and Table 1 

gives the basic information of the dataset. 

 

Table 1 
Basic information of recommendation system datasets 

Dataset Users Items Ratings Density 

ML-100K 943 1682 100000 0.0630 
ML-1M 6040 3952 1000209 0.0419 

4.2. Evaluation indicators 

In order to evaluate the recommended performance of this model, the mean absolute error (MAE) 

and root mean square error (RMSE) are used as the evaluation indicators of the algorithm. 

The average absolute error MAE represents the average of the absolute error between the predicted 

value and the true value, and the smaller the MAE value, the higher the recommended accuracy, as 

defined as follows: 

                                                      (5) 

where  represents the predicted rating,  represents the true rating, n is the sum of rating. 

RMSE represents the square root of the difference between the predicted value and the true value 

and the sum of the squares of the ratio n to the number of predictions. RMSE reflects the degree of 

dispersion of the sample, and the smaller the RMSE, the higher the recommended accuracy. The 

definitions are as follows: 

                                                      (6) 

4.3. Analysis of results 

To verify the effectiveness of the Att-MC, we compare it with several existing representative 

methods for matrix completion recommendation problems. They are matrix decomposition (MF) [14], 

Probability Matrix Decomposition (PMF) [15], Bias-Singular Value Decomposition with bias (Bias-

SVD) [14], and singular value decomposition incorporating implicit feedback information (SVD++) 

[16]. Table 2 shows a comparison of experimental results. As can be seen from Table 2, the two 

evaluation errors of the proposed algorithm are better than other comparison algorithms, this is because 

our method can extract the social information in the user-rating graph very well, and at the same time, 

the use of the graph attention network can increase the weight of important neighbor node information, 

so that an accurate user-rating matrix can be generated. 

 

Table 2 
Error value comparison of different recommendation algorithms 

Evaluation MF PMF Bias-SVD SVD++ Att-MC 

RMSE 0.9662 0.9654 0.9446 0.9436 0.8925 

MAE 0.7618 0.7609 0.7488 0.7493 0.7056 
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5. Conclusion 

In this paper, a matrix completion recommendation algorithm based on attention mechanism is 

proposed, which does not require complex edge information and long-term user dependence on items 

to achieve better recommendation performance. However, at present, this model is only suitable for 

static graph networks, once the nodes are added to the graph, the entire network needs to be recalculated. 

Therefore, the next task is to carry out research on the recommendation algorithm of dynamic network 

incremental computation on the basis of this model, so that the model can adapt to dynamic graphs. 
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