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Abstract

Primacy/recency effects, also known as serial position effects, are cognitive biases triggered when items
are presented in the form of a list. Affected by these effects, users tend to recall items shown in the
beginning or the end of the list more often than those in the middle. Although primacy/recency effects
have been extensively analyzed within the field of psychology, they are not studied well in the context of
sentiment analysis. In the literature, there are still missing studies that provide an in-depth analysis of the
influences of these effects on machine learning algorithms for item review sentiment analysis. This paper
bridges this gap by estimating the impacts of primacy/recency effects on sentiment analysis classifiers.
We propose a primacy/recency effects-aware neural network of Bidirectional Long Short-Term Memory
(so-called PriRec-BiLSTM) and compare the performance of this approach with the original neural network
(BILSTM). To sufficiently evaluate the classification accuracy of the proposed approach, we ran our
approach in five datasets in different item domains, such as movies, Amazon smartphones, industry and
science, and airlines Tweets. The experimental results show that considering primacy/recency effects
helps increase sentiment classification accuracy.
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1. Introduction

The rapid growth of the Internet and technology has led to the evolution of e-commerce and
social networks. Through these online platforms, plenty of the daily-life activities of users have
been done, which therefore causes a significant increase in the amount of shared information
on the Internet. Various types of information can be collected, in which information about
product/item reviews has been found to be helpful for user decision making and therefore
have positive impacts on customer engagement and purchase intentions [1, 2]. In this context,
sentiment analysis (known as one area of Natural Language Processing [3]) has emerged as a
research area that helps classify user reviews into positive, negative, or neutral classes/salience.
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On the other hand, cognitive biases are systematic errors in thinking that occur when people
are processing and interpreting information in daily life and, therefore, affect their decision-
making processes. Primacy/recency effects, also known as serial position effects, are cognitive
biases triggered when items are presented in the form of a list. Unconsciously influenced by
these effects, users tend to recall items shown at the beginning or the end of the list more often
than those in the middle [4, 5]. Although these biases have been analyzed within the field
of psychology and customer decision-making [6, 7, 8, 9], the literature is still missing studies
that provide in-depth analyses of the influence of these psychological effects on item review
sentiment analysis. To the best of our knowledge, no studies take into account primacy and
recency effects in sentiment analysis.

The classification of sentiments can be achieved based on three approaches: lexicon-based
approach, machine learning approach, and hybrid approach [10, 11, 12, 13, 14]. The lexicon-based
approach is based on the construction of a lexicon or a dictionary containing words to be
evaluated. A piece of text is a bag-of-words [13] and the text is evaluated according to the values
of the words found in the dictionary or lexicon. Machine learning approaches are usually based
on supervised learning, which does not consider primacy/recency effects. Hybrid approaches
combining machine learning and lexicon approaches [12] in some cases would not perform well.
In this paper, we focus on machine learning approaches. Different from previous studies in the
same research line, we consider primacy/recency effects when designing our machine learning
model to improve the accuracy of classification algorithms. The contribution of this work is
to analyze the impacts of primacy/recency effects on a neural network. We run our approach
in various datasets to sufficiently evaluate our algorithm’s accuracy. The experimental results
show that the primacy/recency-aware neural network achieves a higher classification accuracy
compared to the original one.

The remainder of the paper is structured as follows. Section 2 presents an overview of related
work. Section 3 summarizes the methods used for our analysis and presents our neural network
model. The experimental results regarding the accuracy of our proposed neural network
approach are provided in Section 4. Finally, in Section 5, we conclude the paper and discuss open
issues for future work.

2. Related work

2.1. Primacy/Recency Effects

Primacy/recency effects are a well-established concept within the field of psychology, which was
first mentioned in 1878 [15] and further examined in later research [16, 17, 18, 19]. More recently,
these biases have been analyzed in the context of recommender systems', where users tend to
focus on evaluating items shown at the beginning and at the end of a list [6, 7, 21, 22]. Felfernig
et al. [6, 7] show that items at these positions are more likely to be evaluated than others.
Primacy/recency effects can change the selection behavior of users when interacting with
recommender systems. For instance, in personnel decision-making, Highhouse and Gallo [21]

'"Recommender systems are efficient tools that help to cope with information overload issues in many application
domains [20].



find that candidates interviewed at the end of a recruitment process have a higher probability of
being selected. Tran et al. [9] investigate the influence of these effects when the same group of
users has to continuously make a sequence of decisions in different item domains. The authors
show that the order of decision tasks causes changes in the decision-making strategies of group
members. However, in the context of multi-attribute items, Tran et al. [23] show that the
selection of a recommended item from a list of candidate items is immune to primacy/recency
effects. These effects can also be exploited to increase the user interaction with the system. For
instance, in an e-learning system, questions that have been answered wrongly by the students
will be shown at the beginning or the end of the question list to increase the probability of
being accessed by the students [24].

Based on this idea, we assume that primacy/recency effects can also be utilized in the context
of item review sentiment analysis, where user reviews are tailored by a list of arguments. The
arguments in the beginning and the end of a review are assumed to strongly reflect the overall
evaluation of a review. To the best of our knowledge, there are no studies analyzing the impacts
of these effects in the context of item review sentiment analysis.

2.2. Deep Learning Approaches for Sentiment Analysis

There exist plenty of traditional machine learning approaches that have been used for sentiment
analysis, such as support vector machines, Naive Bayes classifier, logistic regression, and multi-layer
perceptron [25, 26, 27, 28]. However, these approaches require extensive domain knowledge of
how users use social media platforms to express their moods and emotions [29]. To deal with
the mentioned limitation, deep learning methods have been proposed, which allow to automat-
ically extract the features without the dependence on extensive manual feature engineering
[29]. Besides, some related work has proven that deep learning approaches achieve the best
results in sentiment analysis in different item formats, such as text, images, sound, and video
[30]. There are three conventional deep learning techniques that can be applied to sentiment
analysis, Recursive Neural Network (RNN) [31], Convolutional Neural Network (CNN) [32, 33],
and Long Short-Term Memory (LSTM) neural network [34, 35]. RNN maps phrases through word
embeddings and a parse tree. Afterward, vectors for higher nodes in the tree are computed, and
a tensor-based composition function for all nodes is used [31]. This approach depends on the
syntactic structure of the text as input which needs to be generated beforehand [29]. In contrast,
CNN does not belong to the additional inputs. Its input is rather extracted directly from the
reviews, which can be in the form of images, assigned weights, and biases. Although CNN
applies to sentiment analysis [36], it is hard to adapt the weights of the neural network at the
user level. In other words, there is no way to apply domain knowledge (e.g., primacy/recency
effects) via hyperparameters. Finally, LSTM neural network uses word embedding as input and
generates hidden states sequentially where a given hidden state is dependent on the previous
one. This allows the network to model long-range dependencies [29].

In this work, we select the LSTM (in particular, Bidirectional LSTM - BiLSTM) approach to
analyze the impacts of primacy/recency effects on sentiment analysis. The reason for this
selection is that LSTM has been widely used in the field of Natural Language Processing and
proven to be effectively applied to sentiment analysis [34, 37]. Our idea is to propose an extended
version of BILSTM (so-called PriRec-BiLSTM) that takes into primary/recency effects and to



estimate the classification accuracy in comparison with BiLSTM (the neural network without
primacy/recency effects).

3. Method and Neural Network Models

3.1. Method

As mentioned earlier, our general idea is to consider primary/recency effects in the sentiment
classification. To address this, given an entry (review) E of a dataset, we split it into a list
of n sentences (s1, $2, ..., Sp—1, Sp) and then created sub-lists by taking a specific percentage
amount (X%) of the sentences in the beginning and the end of the list (see Figure 1). To achieve
a sufficient analysis, we generated sub-lists with different percentage amounts to estimate the
primacy/recency effects (X = 10%, X = 20%, and X = 30%). The sub-list generated by X% of
the sentences in the beginning is the so-called primacy sub-list P. The sub-list generated by
X% of the sentences in the end is the so-called recency sub-list R. These two sub-lists are then
sent as inputs to a logistic regression classifier trained on the entire dataset. Two logit values
corresponding to two sub-lists are generated for the review E (see Fig. 1) and added to the
output layer of our network.
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Figure 1: Sentiment splitting and primacy/recency calculation for a sample entry.
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Figure 2: The structure of our neural network model (PriRec-BiLSTM), extending the BiLSTM neural
network by adding primacy/recency logit values into the output layer of the neural network.
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Figure 3: The architecture of neural network Model 1 (BiLSTM) and the extended neural network Model
2 (PriRecBiLSTM)

3.2. Neural Network Models

To analyze primary/recency effects, we used two neural network models. Model 1 is BiLSTM
[38, 39, 40], a neural network of Bi-directional Long Short Term Memory. Model 2 is the so-called
PriRec-BiLSTM that extends Model 1 by integrating an addition layer that adds primacy/recency
values before sending to the output layer of the model (see the structure of Model 2 in Figure 2).
The architecture of the two mentioned models is depicted in Figure 3, where Model 1 contains
three layers: an embedding layer, a BiLSTM layer, and a dense layer. Model 2 extends Model 1
by inserting one further input layer and an addition layer in the end of the model. The aim of
these neural networks is to update the weights of the embedding layer matrix. These weights
are updated during the training process. At each time, they pass each of the layers to the output
sigmoid layer. The value from the sigmoid dense layer ranges between 0 and 1, which indicates
a probability output. If the probability value is less than 0.5 then the review is classified to a
‘negative’ class. Otherwise, the review belongs to a ‘positive’ class. For Model 2, further steps
should be done after getting a probability value. In particular, this value needs to be inverted
into a value in the range of [—00, 0o|, which then can be used to add primacy and recency
values generated in the additional input layer. These values are then reconverted into a sigmoid
value (€ [0, 1]) in order to predict the output class. The sigmoid value can be calculated using
Formula 1.
1



4. Primacy/Recency Effects Evaluation

In order to estimate the influences of primacy/recency effects, we compare the performance (in
terms of classification accuracy) between the two mentioned neural network models (PriRec-
BiLSTM vs. BiLSTM) in different datasets. In the following subsections, we present in further
details on the datasets as well as the evaluation results.

4.1. Datasets

We selected five available datasets to evaluate our neural network model: IMDB?, Amazon Smart-
phones3, Amazon Industrial and Scientiﬁc‘*, Tweets Sentiment 140°, and US Airline tweets®. These
datasets have different rating attributes. For instance, Amazon datasets use 5-score rating scales
(e.g., 5-star rating scale) [41, 42], whereas IMDB dataset uses 2-score ones (positive/negative).
Due to these differences, we had to normalize the datasets to a standard score with only two
values - ‘positive’ and ‘negative’. For 5-score Amazon datasets, entries rated with 1 or 2 stars
were put into a ‘negative’ class and those rated from 3 to 5 stars were assigned to a ‘positive’
class. In case a dataset contains ‘neutral’ entries, we counted them as ‘positive’ entries. Details
of the datasets with regard to the number of entries, distribution of positive/negative reviews,
number of sentences/words in each entry are summarized in Table 1 and Table 2.

Table 1

Sentiment distribution of the datasets.
Dataset #pos. entries  #neg. entries  %pos. entries %neg. entries
IMDB 25000 25000 50.0% 50.0%
Amazon Smartphones 170096 24343 87.48% 12.51%
Amazon Industrial and 72653 4418 94.26% 5.73%
Scientific
Tweets Sentiment 140 800000 800000 50% 50%
US Airline Tweets 5462 9178 37.30% 62.69%

For each dataset, we split it with the ratio 80:20, i.e., 80% for training and 20% for testing.
Since most of the datasets are relatively large, not the entire dataset is used immediately in an
instance. A random selection of 50000 samples, equally split between positive and negative
entries (i.e., 25000 for each), was chosen for a dataset. If the number of samples for either class,
positive or negative, is smaller than 25000, then that number was chosen as a baseline and
used for dataset splitting. In each dataset, we ran three iterations for the random selection. The
results of the datasets are the averages of these three runs.

*https://www.kaggle.com/lakshmi25npathi/imdb-dataset-of-50k-movie-reviews
*https://jmcauley.ucsd.edu/data/amazon
*https://jmcauley.ucsd.edu/data/amazon
*https://www.kaggle.com/kazanova/sentiment140
Shttps://www.kaggle.com/crowdflower/twitter-airline-sentiment



Table 2
The average and maximum number of sentences/words in the entries of the datasets.

Dataset max. no. of sen- avg. no. of sen- max. no. of avg. no.of words
tences tences words

IMDB 148 12.044 2366 219.75

Amazon Smartphones 255 5.03 5077 36.63

Amazon Industrial and 231 3.30 5621 41.38

Scientific

Tweets Sentiment 140 26 1.67 52 12.05

US Airline Tweets 9 1.95 30 15.64

4.2. Dataset Pre-processing

Our dataset pre-processing includes some typical tasks such as word tokenization of dataset
entries, removing stop words, removing single alphanumeric characters, removing links, removing
multiple spaces, lowercase words, and simplifying words via lemmatization. We used Natural
Language Toolkit library to perform these tasks. Two additional tasks needed for sentiment
analysis are sequencing and padding. Sequencing allows to store all the words of an entry into a
list and then sequences them into numbers so that each word has a unique number attributable
to it. Padding increases the length of the list to specific number that reflects the maximum size
of the padding. For instance, let N = 6 be the maximum size of the padding. An entry contains
words that have been sequenced in a list (1,3,2,4) where each of the numbers represents a word.
Padding increases the length of this list to /V by padding it with zeroes. If the sequence is longer
than N, then the sequence is truncated. The embedding layer requires all individual entries to
be in the same length. In our evaluation, we chose the number N as the maximum estimated
number of words detected in the entire dataset.
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Figure 4: Classification accuracy between our approach (PriRec-BiLSTM) and neural network BiLSTM
in the IMDB dataset.

4.3. Evaluation Results

In all datasets, we used a batch size of 128, the embedding matrix with 300 dimensions, and the
regularization value of 0.00001. All the evaluations were run on the computer with Windows 10
Education 64bit, RAM 16GB DDR4-3200, and CPU Ryzen 5 5600H - 6 cores. The performance
evaluations (in terms of classification accuracy) of our neural network model (PriRec-BiLSTM -
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Figure 5: Classification accuracy between our approach (PriRec-BiLSTM) and neural network BiLSTM
in the Amazon Smartphones dataset.
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Figure 6: Classification accuracy between our approach (PriRec-BiLSTM) and neural network BiLSTM
in the Amazon Industrial and Scientific dataset.

: . o " . "
10% of sentences for primacy/recency 20% of sentences for primacy/recency 30% of for pr y/ y
dataset: tweets_sentiment140 dataset: tweets_sentiment140 dataset: tweets_sentiment140
Accuracy difference between Models. 10.0% considered for primacy/recency Accuracy difference between Models. 20.0% considered for primacy/recency Accuracy difference between Models. 30.0% considered for primacy/recency
72" —@— PriRec-BILSTM —@— PriRec-BiLSTM 725 —@— PriRec-BILSTM
—@— BiLSTM 7221| —@— BiLSTM 10| —@— BILSTM
e 70
ns
7 Zno Z s
Sno £ £
g g s g w0
g g K
03 s
00
w0
00 o0s
s
10000 15000 20000 25000 30000 35000 40000 45000 50000 10000 15000 20000 25000 30000 35000 40000 45000 50000 10000 13000 20000 25000 30000 000 40000 45000 50000
Sample size Sample size Sample size

Figure 7: Classification accuracy between our approach (PriRec-BiLSTM) and neural network BiLSTM
in the Tweets Sentiment 140 dataset.
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Figure 8: Classification accuracy between our approach (PriRec-BiLSTM) and neural network BiLSTM
in the US Airline Tweets dataset.

with primacy/recency effects) in the selected datasets are depicted in Fig. 4-8. In each dataset, we
ran our approach with different amounts of sentences (X%) to create the primacy and recency
sub-lists (X = 10%, X = 20%, and X = 30%). The experimental results show that our proposed



neural network model, in most cases, achieves better performance compared to the basic neural
network model (BiLSTM). However, we can observe slightly different results depending on
the datasets. In few cases, the basic neural network outperforms the neural network with
primacy/recency effects.

For the IDMB dataset with X = 10%, the basic neural network model BiLSTM outperforms
PriRec-BiLSTM at the sample size of 50000 entries. However, with a higher percentage amounts
(X =20% and X = 30%), the performance of PriRec-BiLSTM incrementally increases and therefore
triggers a better performance compared to BiLSTM (see Fig. 4). Similarly, in the Amazon
Smartphones dataset with X = 10%, there exists an increase tendency in terms of classification
accuracy for the neural network BiLSTM at the sample size of 4000 entries. However, in two
other variants (X=20% and X=30%), PriRec-BiLSTM always works better than BiLSTM (see Fig. 5).
The datasets Amazon Industrial and Scientific, Tweets Sentiment 140, and US Airline Tweets do not
show at any points where BiLSTM outperforms PriRec-BiLSTM (see Fig. 6 - 8). Especially, with
X = 30%, the Industrial and Scientific dataset even shows a significantly higher performance
of PriRec-BiLSTM (compared to BiLSTM) when the sample size reaches 5000 entries.

5. Conclusions and Future Work

This paper proposes a neural network of Bidirectional Long Short Term Memory that takes
primacy/recency effects into account. To estimate the impacts of these effects, we ran our
approach with different datasets and compared the classification accuracy of this approach with
this of the neural network BiLSTM. The experimental results show that primacy/recency effects
positively influence sentiment classification. We have proven that taking into account these
effects can help to increase the performance of the BiLSTM neural network.

Our approach shows some disadvantages. The first one lines in the method used for sentiment
classification, which is dependent on the performance of the logistic regression classifier.
Another limitation lies in the neural network structure, which does not consist of many layers,
and the method used in the addition layer is pretty simple. Besides, the pre-processing of the
text does not involve textual spelling correction, which could add some noise to the datasets. To
address the mentioned limitations, we propose some suggestions for future work as follows: (1)
adopt other sentiment classification approaches (e.g., Lexicon-based approach) to provide better
analysis results for primacy/recency effects, (2) train the neural network taking into account
the primacy/recency values, and (3) implement a neural network model based on the attention
mechanism that is tuned or adapted to primacy/recency effects.
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