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Abstract

Keyphrase extraction is a vital subtask of text summarization and comparison, through which we can obtain the most
relevant set of words and phrases that describe the content of a given document. In this paper we test multiple approaches
of unsupervised keyword extraction on a set of court decisions. These approaches are TF-IDF, YAKE! and a graph-based
weighted PageRank algorithm. We combine these algorithms with a dictionary-based word embedding method in order to
capture the semantic relationships between the potential keyphrases. Extracted keyphrases can be used for semantic indexing
of court decisions, which can help with finding decisions with similar content.
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1. Introduction

In their decision-making, judges need to ensure the con-
sistency of decisions with the standard practice of courts.
Getting an overview of similar relevant court decisions
is a time-consuming process. Currently, available tools
have limited options for filtering a set of all decisions,
often resulting in an extensive collection of documents.
In the Slovak court system, only the Supreme Court has
an analytical department that has human resources to
create overviews of relevant court decisions for judges.
With a vast number of court cases, common judges of-
ten do not have time and resources to get to all relevant
documents, which can cause essential decisions to be
overlooked by judges. The analytical department of the
Supreme Court manually creates metadata to all Supreme
Court decisions, including keyphrases, to speed up the
overview-making process, especially by narrowing the
search results down to a reasonable size. Automatic
keyphrase extraction can help with manual annotation
by providing hints, thus making the annotation process
semi-automatic and faster. This increases the number of
court decision annotations that can be used for searching
and filtering.

In the field of natural language processing, automatic
keyphrase extraction can be used as a form of text sum-
marization. Manually extracting keyphrases consists of
reading the whole document, understanding its content
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and selecting the phrases used, or generating phrases
that aptly describe the document. Manual extraction
of keyphrases from long texts or from a large number
of texts is time-consuming and demanding on human
resources. These are the reasons why it is appropriate
to automate this process. The process of automated ex-
traction of keyphrases consists of selecting candidate
phrases from a document or external source, which are
evaluated according to how well they describe the doc-
ument. An evaluation algorithm is used to evaluate the
candidate phrases, which calculates the score according
to statistics, semantics, or both at the same time. The can-
didate phrases with the highest score are then selected
as keyphrases.

Keyphrase extraction algorithms are divided into two
main groups, supervised and unsupervised algorithms.
We can train supervised algorithms on a labeled dataset,
while the resulting models often achieve high accuracy
[1]. If a dataset that is labeled with keyphrases is not
available, it is advisable to use unsupervised algorithms.
These types of algorithms usually uses statistical met-
rics that take into account the number of occurrences
of phrases, the co-occurrence of phrases, the position
of phrases within the document and others. These algo-
rithms are often combined with graph algorithms, word
embeddings, or other language models.

In this article, we will focus on the extraction of
keyphrases from Slovak court decisions. This dataset
does not contain manually extracted keyphrases, there-
fore we decided to use a combination of unsupervised
statistical and semantic approaches.

The objectives of this article are:

+ design and implementation of an algorithm for ex-
tracting keyphrases from Slovak court decisions;

« evaluation of the results of extracted keyphrases
on a set of court decisions.
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This article is organized into four sections. In Sec-
tion 2, we describe the related approaches to automated
keyphrase extraction and other works related to legal
document processing. In Section 3, we propose the mul-
tiple algorithms to extract the keyphrases from Slovak
court decisions. Finally, we analyze the results of the
algorithms in Section 4.

2. Related works

A lot of research has been done on applying NLP tech-
niques to law texts and court decisions. NLP techniques
are used in different tasks, for example: predicting the
outcomes of court decisions [2, 3, 4], searching for insuf-
ficiently reasoned court decisions [5], creating electronic
versions of court decisions [6] or creating a collection
of datasets for evaluating performance across different
legal text understanding tasks [7].

An international voluntary association called the Free
Access to Law Movement (FALM) [8] was founded in
1992 and has more than 60 member organisations from
around the globe. FALM members provide free access to
legal information, group legal documents into one place
and analyse law texts. FALM member CanLII [9] uses
software to process canadian court decisions. CanLlII cre-
ates links to articles that are used in court decisions and
to other court decisions used as citations. This software
also creates a short description of the court decision and
selects keyphrases. These can be used to save time and
effort for legal experts such as judges and lawyers.

Algorithms used for legal text summarization are
summed up in a survey paper [10]. However, in this
section, we focus specifically on keyphrase extraction
by use of statistical approaches and unsupervised algo-
rithms. We also summarize the principles of selecting
appropriate keyphrases based on observations.

The simplest approach to select keyphrases is to count
the n-grams in the text and select the most common n-
grams [11]. This approach is also called Bag of Words or
BoW and does not take into account synonyms, grammar
or the meaning of individual n-grams. The downside of
using a BoW approach is that it does not select those
keyphrases that are concise to the text and at the same
time occur rarely in the text.

A significant improvement over the BoW method is
TF-IDF [12]. TF-IDF takes into account the whole corpus
and penalizes phrases that occur in many documents.
It is often used as a baseline method or in one of the
steps of an algorithm, for example KP-Miner [13] or Liu’s
clustering algorithm [14]. We will describe TF-IDF in
more detail in the next chapter.

Three desirable properties of keyphrases are described
in [14]:

+ Understandable. Keyphrases should be easy to
understand.

« Relevant. Keyphrases should relate to the main
topic of the document.

+ Good coverage. Keyphrases should cover all
parts of the document appropriately.

According to these properties, the Liu’s clustering algo-
rithm [14] was created, which used statistical, semantic
and clustering methods simultaneously. The first step of
the algorithm was to search for candidate words. From
these, keyphrases of several words will be composed in
the next steps of the algorithm. Subsequently, the candi-
date phrases were calculated semantic closeness scores,
according to their common occurrences within a fixed-
length window and also according to an external source
- Wikipedia. For each word, they created an embedding,
where on each index of the vector, a value representing
the relationship between the word and a specific article
from Wikipedia was calculated using TF-IDF. Candidate
words were clustered according to semantic closeness,
which grouped semantically similar words into individual
clusters. Subsequently, exemplary words representing
the entire cluster were selected from individual clusters,
which had to be extended to phrases composed of several
words. The keyphrases for the document were selected
so that the algorithm processed all the words of the doc-
ument, and if the word type was a noun that was also an
exemplary word, then the word was selected in the list of
keyphrases along with adjectives in its neighbourhood
in the original text.

One of the latest language-independent unsupervised
keyphrase extraction algorithms is YAKE! [15]. It uses
statistical information, such as word counts and word
occurrences, to identify keyphrases in unstructured texts.
Its great advantage is that it only works with the cur-
rent document during extraction, so it is not necessary
to have the whole corpus of similar texts or other text
sources available. The algorithm consists of five steps:
(1) preprocessing the document into a machine-readable
format, which results in tagged individual words; (2) for
each word, a representation is created consisting of a set
of properties evaluated by statistical measurements; (3)
the individual properties of the words are heuristically
combined into one score, which represents the impor-
tance of the word; (4) generating n-grams from candidate
words and assigning a degree of relevance; (5) dedupli-
cation of keyphrases that are too similar and ranking by
relevance.

Another approach to extracting keyphrases is to use
graphs and graph algorithms. The text may be repre-
sented by a graph such that the vertices of the graph are
candidate phrases and the edges represent the relation-
ship between these phrases. Subsequently, a value for
each vertex of the graph is assigned using the selected



evaluation function, and the edges and their weights are
used to calculate this value. Thus, the individual methods
differ in the use of different types of graphs and evalu-
ation functions. One of the first algorithms to extract
keywords from a text that uses a graph is TextRank [16],
which has inspired a number of other graph-based al-
gorithms. Its evaluation function calculates the values
for the vertices of the oriented graph recursively and the
information at the input of this function is global, ie in
each step, it comes from the whole graph. The evaluation
function used is the PageRank [17] algorithm, which is
iterative and its input is the oriented graph. PageRank
was originally designed for scoring web pages by impor-
tance on the web, but in TextRank it is used to give score
to candidate keyphrases.

RAKE [18] is another graph-based unsupervised algo-
rithm and it uses word frequency and word co-occurence
to create a graph and assign scores to phrases. It needs
a list of stop-words and delimiters at the input, but it is
able to identify interior stop-words in phrases.

3. Methods

3.1. Background knowledge

In this section we describe how we mine knowledge from
sources other than the document from which we want
to extract key phrases. This background knowledge is
used as weighting mechanism in methods described in
the next section.

3.1.1. Term frequency - inverse document
frequency.

TF-IDF is a statistical measure that evaluates how rele-
vant a word is to a document in a collection of documents.
This measure is multiplication of two metrics:

1. term frequency expresses how many times a word
appears in a document,

2. the inverse document frequency expresses how
unique a given word is to a document. It is the
frequency of the word across a set of all docu-
ments:

ID|

idf(t, D) = log o p =y

where [{d € D : t € d}| is the number of docu-
ments where the term t appears.

So idf examines the frequency values in all documents
to reduce the impact of frequent words.

3.1.2. Phrase network.

To use keyphrase extraction methods it is in our best
interest to develop a vocabulary of potential keyphrases.
Keyphrase extraction methods such as TF-IDF prioritize
keyphrases that are unique to a specific document that
might not be suitable for the purposes of topic clus-
tering. Using this vocabulary as a basis for creating
phrase embeddings can help us semantically compare
the keyphrases in order to facilitate better keyphrase
selection.

Let V' be the set of all unigrams, bigrams and trigrams
used in court decisions documents’. Relations among
phrases in V are denoted as set of E. We mine these
relations mainly from Slovak Law Thesaurus (SLT) [19]
as follows:

1. Let phrase; and phrase; be words or phrases de-
fined in SLT. In case that phrase; occurs in defini-
tion of phrase;, we expand our set E by the pair
(phrase;, phrase;).

2. Let phrase; be word or phrase defined in SLT. Let
{phrase,, phrase,, ... ,phrasej} C V be the words
used in definition of phrase;, but without def-
inition in SLT. We add pairs (phrase; phrase;),
(phrase; phrase,), ..., (phrase;phrase;) to the set
E. Not all words appearing in the definition are
related to a defined phrase, therefore we weigh
these relations with the TF-IDF used in our global
weight function. The set of documents used for
IDF calculation D is the set of all definitions from
SLT.

3. Let phrase; € Vbe a phrase that is not found in
SLT. We find the definitions of individual words
that make up the phrase in the Dictionary of
Slovak language and continue as in the previ-
ous step. Let {phrase,, phrase,,..., phrase;} C V
be the words used in definition of phrase;. We
add pairs (phrase;,phrase, ), (phrase; phrase,), ...,
(phrase;,phrase;) to the set E. The set of docu-
ments used for IDF calculation D is the set of all
definitions from Dictionary of Slovak language.

Using this set of definitions, we model a network of
legal phrases defined as follows:

Let G = (V, E, ¢) be a directed evaluated graph, where
¢ : E — Ris a function:

#(e) 1,if e gained in 1
e) =
tf-idf(phrase;, phrase;), if e gained in 2 v 3

such that e = (phrase;, phrase;), phrase; € Vis defined
phrase, phrase; € Vis phrase occurring in definition of
phrase; and

e€E.

Wocabulary V does not contain stop words.



In the next step, we use the graph embedding tech-
niques described in [20] which produce a semantic rep-
resentation for each phrase from V. In our approach, we
use the Node2Vec algorithm, described in [21] which is
one of the graph embedding techniques based on a ran-
dom walk. These vectors with semantic interpretation
are used as background knowledge for the algorithms
described below. A detailed description of the method
for obtaining embeddings is described in [22].

Suppose we need embedding for a phrase? consisting
of more than one word. We compute it as an element-
wise average of all word embedding occurring in the
phrases.

3.2. Weighted PageRank

In order to incorporate our vocabulary and embeddings,
we can use a keyphrase selection method described in
[23] in conjunction with our phrase embeddings.

First, we create an undirected weighted graph rep-
resenting a given court decision, with each node cor-
responding to a phrase of the decision present in our
vocabulary V. A pair of nodes v; and v,, each represent-
ing a potential keyphrase, will be connected by an edge if
they are located within a fixed-size sliding window. The
weight of these edges represents the similarity between
the potential keyphrases that make up its nodes. This
similarity is defined by two metrics. One of them is the
dice coefficient which measures the interlinkedness of
the two phrases. It is calculated as the number of times
the phrases appear in the decision as a tuple, divided by
the sum of frequencies of phrases individually:

2 x freq(v;, v;)
dice(v;, v) NGl

= Treqy) + freq() @

where v; and v; are vertices connected by an edge,
freq(v;) is the number of times the vertex v; appears in
the document, and freq(v;, v) is the frequency where the
vertices v; and v; form a tuple, in whichever order.

The second metric is inspired by Newton’s law of uni-
versal gravitation. The frequencies of the phrases are
used as the mass of the objects, and the distance is calcu-
lated as the cosine distance between the embeddings of
the two phrases.

freq(v) x freq(v;)

d(v;, v))? @

attr(y,v) =
where d(v;,v)) is the cosine between the embeddings
of phrases v; and v;.
The weight of an edge is then calculated combining
the attraction force and the dice coefficient:

“We already have embeddings for phrases defined in SLT. Here we
talk about phrases from V (or unseen) that do not occur in any
relation to E.

®)

To extract keywords from the keywords of a graph, we
will make use of the weighted PageRank algorithm. The
PageRank algorithm is an iterative algorithm that calcu-
lates a score for each node of the graph, with a higher
score indicating higher suitability as a keyphrase. The
weighted PageRank algorithm ranks a node according to
the rank of the sum of all its adjacent nodes, as well as
the weights that connect them.

Then, the PageRank score is calculated, for each node
of the graph recursively. The score at a given time step
is calculated as:

wy; = attr(v, v) x dice(v;, v;)

wj
AW =(1—d)+dx

Pa(v) @)
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where Py(v;) is the PageRank score for the node v; at
time ¢, C(v;) is the set of edges adjacent to node v, d is
the dumping factor.

The results obtained from the PageRank algorithm can
then be used to determine the most likely keyphrase can-
didates, with a higher score representing a more suitable
keyphrase.

The issue with using the weighted PageRank algo-
rithm on its own is that it works only with a given docu-
ment, which makes it useful in extracting keyphrases that
describe the text itself, but not what differentiates it from
other texts. Since the texts are judicial decisions, many
court-centric phrases would hinder our ability to differ-
entiate court decisions by topic. Therefore the score for
each phrase we obtained from the weighted PageRank
was multiplied by its IDF score, calculated from all avail-
able court decisions as described by the TF-IDF metric.
Multiplying the PageRank score by the IDF should favor
keywords that are not as frequent and would therefore
probably not be court-centric and thus more relevant to
the specific topic of that decision.

3.3. Autoencoders

Keyword extraction methods like TF-IDF penalize
phrases that are frequent in many documents, but infre-
quent phrases are not necessarily semantically informa-
tive. The task of removing court-centric phrases would
be better achieved by using some form of semantic com-
parison. Phrases that are semantically dissimilar to the
meaning of the majority of phrases are more likely to
be keyphrases that can be used to meaningfully cluster
documents. To perform semantic comparisons, we can
combine our phrase embeddings with the autoencoder
method.

Autoencoders, described in detail in [24] are unsuper-
vised neural networks that aim to create a representation
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Figure 1: The scheme of autoencoder

of data that selects only the most relevant parameters,
which can be used to reconstruct the original data. Au-
toencoders consist of two main parts: the encoder, which
converts the input into an encoding (usually of lesser
dimensionality than the input), and a decoder that tries
to reconstruct the input from the encoding (Fig. 1). Using
simple feedforward neural networks, the encoding h be
calculated as:

h=w(Wx +b) (5)

where x is the input, w is the element-wise activation
function, Wis a weight matrix and b is the bias. This en-
coding can then be used to obtain x', the reconstruction
of the input. The reconstruction is calculated as:

x =0 (Wh+b) (6)
where col, W' and b’ might be different from w, Wand
b.

We have trained our autoencoder to reconstruct the
embeddings of phrases of the vocabulary V, described
in 3.1.2.3 Due to the vocabulary being made up primar-
ily of phrases relevant to court decisions, we can infer
that the reconstruction performance will be better with
phrases explicitly related to court decisions. However,
these phrases are detrimental to topic-based differenti-
ation. Therefore by penalizing a high reconstruction
success of a keyphrase, we can filter out those that are
not relevant to the topic of that court decision. In our
case, we multiplied the TF-IDF score of keyphrases with
the cosine distance between the input embedding and
the reconstructed embedding from the autoencoder:

score(v;) = tf-idf(v;) * cos(emb(v;), rec(emb(v;)))

3Link to lemmatized court decisions. https://bit.ly/3zUwbYA

(7)

4. Evaluation

We have implemented two algorithms to serve as our
baseline. The first is the regular TF-IDF metric used
for keyword extraction, using all available court deci-
sions to calculate the IDF value. This method is corpus-
dependent, so other documents are taken into account.
The second is the YAKE! algorithm [15], which takes
into account only the current document. The algorithm
described in 3.2 combines weighted PageRank with our
phrase embeddings and multiplies the result by the IDF
score of the TF-IDF metric. We will refer to this algorithm
as WPR. The algorithm that multiplies regular TF-IDF
score with cosine distance between and the algorithm
described in 3.3 we labelled as AE.

Since we did not have access to extracted keyphrases of
any court decisions, we have chosen five random court
decisions for manual and expert evaluation. We have
asked a legal expert to evaluate results in three ways:

« creation of abstracts that offer a brief summary
of the content of the decisions (see figures 1 and
3),

« manual extraction of keyphrases from the deci-
sions using dictionary of keyphrases used by the
analytical department of the Supreme Court (see
figures 1 and 3),

« the expert’s opinion on the potential of the com-
puted keyphrases to be included in the dictionary
or to be used in any other way (see section 4.1).

We summarized the outputs of the algorithms into
tables 2 and 4, where the rows are documents and the
columns are algorithms. Each table cell consists of the
top five keyphrases found by the given algorithm for the
given document.

We have compared the computed key phrases with ab-
stracts and manually extracted keyphrases. The phrases
that are present in the abstract are highlighted in yel-
low. If the keyphrase matches the manually extracted
keyphrase, it is highlighted by a black frame.

As we can see, the YAKE! algorithm provides many
keyphrases that cannot be found in abstracts or man-
ual keyphrases. This is due to the chosen keyphrases
being too long and heavily related to the topic of judi-
cial decisions that offer little in phrases of differentiating
decisions from one another since the method is corpus-
independent.

The weighted WPR algorithm multiplied by the IDF
score performs quite a bit better, achieving good per-
formance on documents 3 and 5, but is outclassed by
the algorithms using TF-IDF as the basis of selection.
This is likely because the WPR algorithm prefers phrases
that are frequent and that are semantically similar to the
other keyphrases, which is a good approach for general



keyphrase extraction; however those might not be well
suited to clustering within a corpus.

TF-IDF on its own achieves good performance, as the
metric is built for extracting phrases that are good unique
descriptors of documents. It brings many matches on
all of the documents, with the top five keyphrases being
good topic descriptors for all documents.

The most abstract and manual keyphrase matches were
achieved by the AE algorithm, combining TF-IDF with
the reconstruction error of the autoencoder.

An interesting finding of all evaluated methods is that
the resulting phrases are found mainly in abstracts and
less among manually obtained phrases. We would also
like to point out that several manually extracted phrases
are not even in the abstracts themselves.

We asked a legal expert to weigh in on the results from
her perspective. We present her statement in full in the
next section.

4.1. Legal expert statement

The keyphrases selected by the analysis define the nature
of the respective judicial decisions to varying degrees. In
some cases, the selected keyphrases sufficiently charac-
terize the decisions, e. g. as regards the second decision
where it is clear that the decision regards the cancella-
tion of the child support obligation. In other cases, the
keyphrases extracted from the decisions’ text describe
the factual circumstances of the case rather than the
relevant legal institutes applied in them or the legal pro-
cess as such. To illustrate, the keyphrases describing
the first decision focus on the factual background of the
case, namely the asserting of warranty ("refund”) for the
services provided ("to train”), but do not specifically de-
fine the applicable legal institute (liability for defects), or
the type of contract concluded between the parties to a
dispute (framework agreement on cooperation), which
would be most likely the keyphrases used by the legal ex-
pert to search for decisions in analogous cases. Similarly,
it is unclear from the keyphrases characterizing other
decisions examined what type of a decision is adopted
(decision on the merits of the case or a procedural deci-
sion). To demonstrate, it is not apparent that the third
decision regards the appellant’s court reversal and refer-
ral of the decision of the court of the first instance, that
in the fourth decision, the court discontinued the execu-
tion of a judgment or that the fifth decision approves the
agreement on guilt and punishment (although in this case
the phrase “approve the agreement” has been selected).
This is, however, understandable, as these are all legal
categories that may not be immediately identifiable from
the decisions’ text alone without previous legal input.

4.2. Summary and future work

This paper proposes and evaluates unsupervised keyword
extraction methods because we lack labeled data as a
proof of concept. We can conclude from the statement
of a legal expert that the most relevant keyphrases are
legal institutes and legal processes.

In our new project, we plan to cooperate with the
Supreme Court of the Slovak Republic, in which we
should be able to work with manually extracted phrases
from their court decisions. This cooperation will allow us
to design and test supervised keyword extraction meth-
ods and compare them with the methods presented in
this paper. In our future work, we want to include laws
and regulations cited by court decisions as a source of
names of legal institutes.

5. Conclusion

In the article, we studied the problem of revealing
keyphrases in the court decisions of the Slovak Republic.
We proposed two unsupervised algorithms and evalu-
ated them on five arbitrary court decisions. We have
compared computed keyphrases with expert-written ab-
stracts and manually extracted keyphrases. The results
show that the methods extract keyphrases that are mainly
included in abstracts rather than manually extracted
keyphrases. The best results proposed the AE algorithm,
combining TF-IDF with the reconstruction error of the
autoencoder.

We believe that the results of the algorithms can be
used as recommendations for manual annotation of court
decisions with keyphrases if the intersection of found
keyphrases with a dictionary of legal phrases is applied.
It can also be used to enrich search results and expand
filtering options.
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Table 1

Abstracts from court decisions and manually extracted keyphrases by legal expert translated to English.

No. Abstract Manually extracted keyphrases

1 The complainant (lector) demanded via judicial proceedings that the defendant pays the | contract, liability for defects, liability,
full price of the in-voice for the services provided (realization of professional training). The | default, client, innominate contract,
defendant, who was the complainant’s customer, paid the invoice only in part (liability | warranty, service, action
for delay) due to considering the services provided by the complainant to be of poor
quality (liability for defects). The defendant has also demanded a refund.

2 The complainant demanded the court to cancel the duty to support and maintain against | alimony, duty to support and maintain
the two defendants, who graduated from high school, are legal adults who are able to
earn a living wage. The defendants agreed with the cancellation of the duty to support
and maintain.

3 The complainant applied a bill of exchange against the defendant, which was rejected by | bill of exchange, claim, commercial
the district court.The reasoning of rejection was the fact that the district court called for | paper, appeal, referral, reversing de-
the complainant to fill in additional data in to the proposal form , which the complainant | cision
did not do. The court of appeals ruled in favour of the complainant,affirming that he did
not need to fill in his proposal with additional data. The first instance court arrived at the
decision by applying incorrect legislation and incorrect interpretation of the legislation
and EU rights.

4 The court rejected the proposal of granting authorization to a court distrainor and | discontinue distraint, distraint pro-
stopped all distraint proceedings. The court didn’t assign the distraint expenses to | ceedings, distraint, court distrainor
the court distrainor.

5 The accused was neglmigently driving a motor vehicle, not paying attention to the traffic | bodily harm, agreement on guilt and
situation on the road and did not give way to a crossing pedestrian. A collision occured, | punishment, negligence, punishment,
where the pedestrian suffered injuries consisting of multiple bone fractures and internal | criminal offence, punishment by dis-
bleeding. The accused inflicted grievous bodily harm to the pedestrian due to negligence, | qualification
due to which the accused was charged with inflicting injury. The accused was received a
fine had their driving license revoked from all types of motor vehicles and she entered a
plea agreement.

Table 2
Top 5 keyphrases translated to English language.

No. | TF-IDF YAKE! WPR AE
to train according to the PRINCE methodology to train to train
customer between the participants of the proceedings | lector customer

1 lector PRINCE methodology training trainer lector
project according to the commercial law section accreditation email
studies participants of the proceedings was studies refund
studies district court of Namestovo loader ‘duty to support and maintain‘
‘duty to support and maintain| | by the judgment of the district court high school court of Namestovo

2 support and maintain on the basis of an employment contract worker cancel the‘ duty to support and maintain
to work to su_xp'port acFordlng to the ;_)aragraph to tak.e care of contract of employment
court of Namestovo he finished high school studies part-time job obligation towards
low value ofthé dispute assulrl'{ption bill O,f exAchange
o to apply the of the court receiving the first instance court

3 first instance court to apply the to apply the
first instance b fHi ISR @i form form of application
fill out in connection to the court of appeals stage owner of the ’m’
court court of Dolny Kubin Dolny Kubin court |distrainor|
Dolny Kubin first Fnstance court ) ) court Dolny Kubin

4 Dolny district court of I’:)olny'Kubm Dolny to grant a warrant
to grant authorization apartment Dolny Kubin to apply to instruct court court
to grant Dolny Kubin case reference case reference expenses of distraint]
penalty| by paragraph paragraph pedestrian road traffic
guilt paragraph paragraph letter pedestrian crossing fbracture

5 Fore health by paragraph shovel one
to charge months by paragraphs bone penalty|
fracture Euro by paragraph lane approve the agreement




Table 3

Abstracts from court decisions and manually extracted keyphrases by legal expert in Slovak.

No.

Abstract

Manually extracted keyphrases

1

Navrhovatel (lektor) sa stdnym konanim domahal, aby odporca uhradil faktiru za
poskytnuté sluzby (realizacia odbornych $koleni) v plnej vyske. Odporca, ktory bol
zakaznikom navrhovatela, uhradil faktiru iba ¢iasto¢ne (zodpovednost za omeskanie)
kvéli tomu, ze navrhovatel podla neho poskytol vadné sluzby (zodpovednost za vady).
Navrhovatel taktiez podal reklamaciu.

zmluva, zodpovednost za vady, zod-
povednost, omeskanie, objednavatel,
nepomenovana zmluva, reklamacia,
sluzba, zaloba

Navrhovatelka ziadala, aby std zrusil jej vyZzivovaciu povinnost voc¢i dvom odporcom, ktori
ukoncili stredogkolské studium, st plnoleti a zarabaju si sami na zivobytie. Odporcovia
suhlasili so zrudenim vyzivovacej povinnosti.

vyZzivné, vyzivovacia povinnost

Navrhovatel si v navrhu uplatnil vo¢i odporcovi pohladavku, ktord mu okresny sud
zamietol. Dévodom zamietnutia bol ten, ze okresny std vyzval navrhovatela o doplne-
nie Gdajov prostrednictvom tlaciva na doplnenie navrhu, ktoré navrhovatel nedoplnil.
Odvolaci std dal navrhovatelovi za pravdu, teda e navrhovatel nemusel doplnat svoj
navrh o dalsie tdaje. Prvostupnovy std dospel k rozhodnutiu na zaklade aplikacie ne-
spravnych pravnych predpisov a nespravnej interpretacie prislusnych pravnych predpisov
a prava EU.

zmenka, pohladavka, cenné papiere,
odvolanie, vratenie veci, zrusujuce
rozhodnutie

Sud zamietol ziadost o udelenie poverenia pre sudnu exekutorku a zastavil exeku¢né
konanie. Std exekutorke trovy exekdcie neprisadil.

zastavenie exeklcie, exeku¢né ko-
nanie, exekucia, exekutor

Obvinena viedla motorové vozidlo a nevenovala plni pozornost vedeniu vozidla. Nesle-
dovala situaciu v cestnej premavke a nedala prednost chodcovi prechadzajiceho cez
priechod pre chodcov. Doslo k zrazke, pricom chodec utrpel poranenia pozostavajuce zo
zlomenim viacerych kosti a vnutornych krvacani. Z nedbanlivosti sposobila tazkd ujmu
na zdravi chodcovi, ¢im spachala precin ubliZenia na zdravi. Obvinena dostala penazny
trest a trest zakazu ¢innosti viest vetky druhy motorovych vozidiel, pricom uzavrela
dohodu o vine a treste.

ujma na zdravi, dohoda o vine a treste,
nedbanlivost, trest, trestny cin, trest
zékazu ¢innosti

Table 4

Top 5 keyphrases in Slovak language.

No. | TF-IDF YAKE! WPR AE
skolit podla metodiky PRINCE skolit skolit
zakaznik medzi Géastnikmi konania lektor zakaznik

1 lektor skolenia metodiky PRINCE skolitel lektor
projekt podla ods obchodného akreditacia email
stadium ucastnikmi konania bola stadia reklamacia
Studium okresného siidu namestovo naklada¢ vyZivovacia povinnosf
rozsudkom okresného sidu stredoskolsky stid namestovo

2 vyZivovaci zak.l,ade Rracovnej zmluvy robotnik i Zrusit
pracovat zivit podla ods opatrovat i

4d Na ukondil stredoskolské studium | brigada pracovna zmiuva
sud Namestovo & povinnost voci
nizkou hodnotou sporu menk
=
' uplatnenie pohladavky| sidu prijimaci prvostuphovy sud
tlacivo .

3 prvostupfiovy std uplatnenie [pohladavky| uplatnit
prvosFlfpﬁovy prvostupfiovy sud tlacivo tlacivo navrh
vyplnit stvislosti odvolaci stid etapa majitel gmenk
stdna std Dolny Kubin Dolny Kubin stdna exekutorkal
Dolny Kubin sud prvého stupna sudna dolny kubin

4 dolny okresny sﬂdldoln)'/l Dolny utiele[ﬂe poverenia
udelenie poverenia bytortn Do]’ny KUb”? uplatnit poucit std stidny
udelenie dolny kubin spisova spisova znacka trovy lexekuci
podla ods ods chodec cestnd Premévka
il ods ods pism priechod zIorry1emna

5 kost zdravi podla ods lopata kost
obvinit mesiacoy podla ods kost rest
zlomenina eur podfa ods pruh schvalit dohodu
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