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Abstract
Capturing requirements in machine learning projects is a challenging task. It requires domain knowledge
as well as experience in the machine learning field. The i* framework is a popular high abstraction-layer
requirements capturing tool. However, the use of i* directly in the machine learning field (ML) is
unfeasible due to it cannot capture all the restrictions and relationships of ML elements. In previous
works we have extended i* to better capture machine learning requirements. In this paper, we apply
the i* for machine learning extension to a real machine learning case study, in the context of a project
focused on the diagnosis and treatment of Attention-Deficit/Hyperactivity Disorder (ADHD). The results
show that the use of the i* for machine learning extension provides insights about the correct path to
follow, aiding in the definition and selection of machine learning solutions that better fulfill the project
requirements. Moreover, it facilitates faster development of the machine learning solution in a more
structured way, avoiding errors and making the application of i* an effective tool for managing machine
learning requirements.
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1. Introduction

Requirements engineering (RE) in machine learning (ML) field is still in development. Although
some academic proposals exist, in practice machine learning projects are being carried out
without a clear approach to manage the requirements phase. This implies that capturing
requirements is still based on two main elements: (i) the domain-knowledge of the requirements
engineer; (ii) the expertise or know-how of the ML engineer, who has to provide the suitable
initial steps to start with the project.

Since there is no methodology established, only generic requirements tools can be used. In
this sense, the options are either general software engineering requirements approaches, which
are inadequate since they focus on different constructs such as classes and layers, or high-level
abstraction frameworks such as the i* framework. The i* framework is high-abstraction tool
for capturing requirements that can be applied to any field. However, the flexibility comes
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at a cost: i* cannot capture all the relationships and rules of a specific field. Thus, it must be
tailored for each specific field, under the form of i* extensions, with the aim of capturing the
aforementioned rules.

Our extension of i* has been developed following the steps provided in PRISE [1] and a set of
guidelines provided in [2].

In our previous work [3], we proposed a i* extension for ML. Moreover, we presented the
8 questions that guide the ML RE process, and we provided the metamodel that captures the
interactions of ML field. In our previous work we provided the theoretical metamodel and
methodology. Now, in this paper, we apply our proposal to a real case study, showing its
application and impact on the results obtained. More specifically, in this paper we (i) have
refined our model by adding a new question (question 9) associated with quality aspects of ML
model; (ii) provide an example of use of our ML extension in a real case study focused on the
research of Attention-Deficit/Hyperactivity Disorder (ADHD); (iii) show how the use of the i*
ML extension aids in the selection of machine learning solutions (configurations) that better
fulfill the project requirements.

2. Related work

Goal-oriented requirements engineering (GORE) has gained great interest from the community
in recent years due to its ability to capture different aspects to analyze requirements, conceptu-
alization to elicit, model or capturing alternatives and conflicts [4]. In this sense, i* framework
allows GORE methodology providing a high abstraction requirement capturing tool that allows
to the users focusing in goals. Various/multiples versions from i* has been released [5] to refine
the metamodel until the actual version 2.0 [6]. More extensions of i* have been developed
through years, as we can see in [7].

In a recent survey, authors highlight the requirements in ML development inherent require-
ments elicitation, iterative process of machine learning or uncertainty of data[8]. Although
other solutions has been proposed in literature, there few aspects has not been covered yet.
For instance, authors in [9][10] focus their efforts in non-functional requirements (NFR), while
our proposal covers both non-functional requirements and functional requirements (FR). In
[11] authors proposed GORE-MLops for ML requirements capturing. However, this tools is
still in a too high-abstraction layer, which makes more difficult to capture ML constraints. Our
proposal is based in a lower abstraction-level, and it captures the relationships and restrictions
of ML elements. Finally, in [12], authors proposed patterns for solving the ML requirements
capturing. However, their proposal can lead to errors when planning goals (for example, a
f-measure can be used as a clustering metric). Our proposal is less prone to produce errors,
due to we have established more specific relationships between more specific elements (for
example, a classification goal is related only with classification metrics and a classification
tasks). Consequently, it do not rely so heavily in ML knowledge.

To sum up, in this paper we provide a real use case using a more-directed less-free ML i*
extension, where we demonstrate how it can helps to capturing requirements and selecting the
algorithms that satisfy the organization requirements.



3. Attention-deficit/hyperactivity disorder: a case study

ADHD is a chronic neuropsychiatric disorder that appears during childhood and is characterised
by inattention, social impairment, age-inappropriate activity levels and/or hyperactivity and
impulsivity [13]. Due to there is lack of a standard test to detect this disorder objectively, each
physician must rely on his or her professional experience, which means that the same patient
may or may not be diagnosed with ADHD, depending on the physician he or she sees [14].
Consequently, less subjective techniques such as Electroencephalography are used to help
diagnose in an even-handed manner. Thus, we are trying corroborate with empirical data the
diagnosis of the patients. That could help to reduce the subjectivity in ADHD diagnosis.

The electroencephalogram (EEG) contains as many signals (temporal series) as electrodes
we have placed on the scalp. As brain signals have low voltage, the small electrodes have
to be powerful enough to gather this brain activity. By contrast, they also collect unwanted
information, called noise, Therefore, a pre-processing work of the signal is very important to
obtain only the necessary information.

The EEG that is being used in this research provides 128 signals/second in 19 channels. The
data for this experiment can be found here 1.

4. Use of i* ML extension of real case study

The key point of our proposal is the relation between the specifications of MLGoal—MLTask—In-
dicator. Our proposal filters non-valid configurations: the degree of compliance of a classification
task can be only measured with a classification metric, which is pursuing only classification
goals. Moreover, the MLQualityAspects are gathered from the business need. Consequently, the
MLTasks that can help to achieve the MLGoals are detected from the very beginning, and the
MLTasks that are not suitable (according to business need) are discarded as possible algorithms
for the ML model. This ensures only valid ML algorithms for the task at hand are selected, while
margin for mistakes is greatly reduced. Furthermore, the use of enumerated classes ensures
that only a correct indicator to the ML task at hand can be selected.

In our proposal, 9 questions guide the process of RE [3]. Through the answers of these 9
questions, we can capture the ML requirements. These questions are:

1. Which problem must be solved?: The goal of the project is to discriminate if a patient
has ADHD or not. Moreover, this goal can be divided into two different classification
goals: to classify if the patient has Attention Disorder (AD) or not; and to classify if the
patient has Hyperactivity Disorder (HD) or not. The answer to this question provides
both ClassificationGoals (Detection of AD and Detection of HD) in our specific i* goal
scheme.

2. In which time frame should we have the answer?: Due to the nature of the disorder,
the prediction is not subject to deadlines. It must be done as soon as possible, to provide
the suitable treatment, but there is no a time frame associated to it. Although the answer
to this question could have an impact over Dataset element, in our case study it has no
effect, due to data there is no specification of time frame to our i* goal scheme.

1https://ieee-dataport.org/open-access/eeg-data-adhd-control-children



3. Which data do you think is important for the model?: With the aim of providing
a empirical-based prediction, only the data provided by the EEG device will be used.
Although the researchers have considered to use more data related with other aspects
(age, social background, etc), it is outside the scope of this project and it will be developed
in future projects. Data provided by the EEG device is only numerical. The answer to
this question will affect the Dataset element (EEG signals).

4. Which granularity of data is available to tackle the problem?: The EEG device
works with a frequency of 128 Hz. That implies 128 samples/second. The granularity has
been considered enough for the problem. The answer to this question establishes the
value of parameter temporalResolution of the Dataset element (EEG signals).

5. Which metrics and hit rate would be valid to consider the project as a success?:
Due to the nature of the research field (e-health), the ML model must provide four metrics:
accuracy, sensitivity, recall and f1-score. The organization has not established threshold
metrics associated to the project success. The answer to this question establishes the
ClassificationIndicators elements (Accuracy, Precision, Recall, F1-Score) for both Classifica-
tionTasks (Detection of AD and Detection of HD)

6. Is the explainability of the model necessary?: Explainability is absolutely paramount.
The presented ML models must provide the explainability and interpretability [15]. The
answer to this question specifies one MLQualityAspects element (Explainability). More-
over, this MLQualityAspects will filter the ClassificationTasks, with the aim of focusing on
ML algorithms that fulfil the desired quality aspects.

7. Is it likely that the data distribution will change?: No, data distribution of AHDH
patients is not bound to change. Consequently, no drift detection is required. The answer
to this questions would specify if DriftDetection (another MLQualityAspects) is required.
However, it has no effect in our use case, due to it is not.

8. Is there any bias in the data? Is data fair from an equity point of view?: There is
a strong bias in data. Although no special task must be done for dealing with that bias,
other metrics than accuracy must be used (precision, recall and f1-score). The answer to
this questions would specify if Equity (another MLQualityAspects) is required. However,
it has no effect in our use case, due to it is not.

9. Is another ML quality aspect required?: It would be advisable to build models with
scalabity MLQualityAspect. However, scalability is a secondary quality aspect while
explainability is mandatory. The answer to this question specifies one MLQualityAspects
element (Scalability). Moreover, this MLQualityAspects will filter the ClassificationTasks,
with the aim of focusing on ML algorithms that fulfil the desired quality aspects. Due to
Scalability is a secondary MLQualityAspect, we have focused on ClassificationTasks that
provides Explainability, despite the effects on Scalability.

As we can see in figure 1, we have a main high-abstraction goal focused in ADHD detection.
Moreover, this goal can be divided into two specific classification goals: a classification of AD
disorder, and a classification of a HD disorder. Furthermore, we will focus each classification in
four specific classification metrics: accuracy, precision, recall and f1-score.

Due to the organization requirements, explainability is the foremost 𝑀𝐿𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝐴𝑠𝑝𝑒𝑐𝑡 that
must be taken into account. On the one hand, we have selected as potential initial candidates all



Figure 1: Application of ML i* extension to case study.



algorithms that have a contribution of ”make” and ”help” with 𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑎𝑏𝑖𝑙𝑖𝑡𝑦, according to their
characteristics in [16] and [17]. Thus, these four algorithms will conform the 𝐶𝑙𝑎𝑠𝑠𝑖𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑇 𝑎𝑠𝑘𝑠
for both goals: LogisticRegression, KNN, Bagging and RandomForest.

On the other hand, we have taken into account Scalability as another quality aspect required
by organization. However, due it has been considered secondary. As a result of that, we have
represented the relationship with the ”explainable” algorithms. As we can see in figure 1,
LogisticRegression is an algorithm that provides scalability (”helps” scalability), while KNN has
a worse performance (”hurts” scalability) when data is increased.

We must highlight that other algorithms such as SVM, Adaboost or XGBoost will not fulfil
organization requirements. Thus, it would be a futile work to train those ML models in pursue
of good values of the forementioned metrics. Thus, following this i* extension we are focusing
our efforts in ML models that solve our task. Finally, after following our proposal, the ML
engineers have decided to put efforts in creating a new algorithm focused in explainability,
since they have detected a lack of explainable algorithms for similar real cases.

5. Conclusions

In this paper, we have presented an application of i* for ML extension in the context of a project
focused on the diagnosis and treatment of Attention-Deficit/Hyperactivity Disorder (ADHD).
Moreover, we have refined our previous work by adding a new question focused on the quality
aspects of ML projects.

Compared to common practice, by following the our i* for ML extension we guide the user
through a series of questions that allow us to capture in i* models the requirements of ML
projects, providing a more systematic way to tackle the requirements phase. As a result, our
approach helps to cover the gaps between requirements engineering (RE) and ML. Our approach
helps the ML developer to translate high-level organization requirements into technical ML
goals, which consider both the functional and non-functional requirements (NFR’s) of the
project. Therefore, we ensure that the main aspects of the projects are covered, avoid invalid
ML configurations, and aid in the selection of better ML solutions from the project requirements
perspective.

As a part of our future work, we plan to carry out an empirical evaluation through a controlled
experiment with two different groups. This will allow us to test and estimate the exact impact
of the our approach in terms of time, errors, and cost compared to the current practice for ML
projects.
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