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Abstract
This paper analyses the correlation between online news articles’ credibility and compliance with
journalistic standards and ethics. Our main hypothesis is that news sources with low credibility adhere
less to journalistic standards and ethics than high credibility sources. Additionally, the influence of web
page layout factors is analysed. Our definition of metrics is based on the existing literature regarding
journalistic best practices, as well as the list of credibility signals provided by the W3C Credible Web
Community Group. News article credibility is assessed based on a score, which is calculated as a sum
of linear subscores for the identified metrics divided in four credibility signal categories: Formality,
Neutrality, Transparency and Layout. A curated dataset of 250 recent news items from known fake
news sources, as well as 200 news items from established real news sources, is used in the testing phase.
Although the comparison between real news and false news shows that, on average, the credibility
score of genuine news is only 5% higher than that of fake news, the results do show more significant
differences for certain subcategories and signals.
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1. Introduction

In recent years, the term “fake news” has become ubiquitous, it is often misused for discrediting
political opponents, yet targeted misinformation campaigns are still a reality. With the help
of social media, fake news and “alternative facts” disperse at a rapid pace and reach a wide
audience, which reduces social cohesion and leads to an erosion of trust in institutions, as
argued by [1]. A recent poll among US citizens [2] revealed that the majority of respondents are
very concerned about the spread of misinformation, especially if it is related to the coronavirus
and vaccines. Also, the majority of respondents believes that information dispersed on social
media is not accurate and is being tampered with by international state-actors. Nevertheless, at
least one third of the respondents believes in theories related to the “deep state”, satanic elite
conspiracies or the creation of the coronavirus in a Chinese lab.

The increase in organized misinformation campaigns [3] and the seeming inability of a large
number of news consumers to discern fake from real news motivated several countermeasures
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against misinformation. Facebook and Twitter introduced warnings for posts which contain
false information on coronavirus pandemic-related topics as mentioned by Brown [4] and
BBC News [5]. Additionally, the platforms provide links to verified resources regarding the
coronavirus in order to facilitate access to genuine information. Other countermeasures include
media literacy projects [6], fact-checking by independent organizations1,2 or commercial offers
for website credibility ratings comprised by analysts.3 However, all these measures are costly,
since the assessment is based on human analysis and requires a repetition of the process for
each piece of information. Automated credibility assessment, on the other hand, allows for the
analysis of more news items in shorter time. One example for automated credibility assessment
is the US-based company The Factual, which uses four metrics to automatically assess the
probability of news items being truthful and to provide them with a credibility score.4

The Credible Web Community Group of the World Wide Web Consortium (W3C) proposed
160 signals which can be used in credibility automation.5 Since The Factual only seems to use
four of these signals and does not disclose the exact method of calculating the credibility score,
there is a need for an extension and refinement of the approach by experimenting with different
combinations of credibility metrics. We propose an evaluation of the credibility of news items
through a combination of metrics, based on the W3C signals.

In terms of its main contributions, this paper presents an automatic system that helps users to
determine the credibility of online content by identifying signals which can be transformed into
measurable metrics. We develop a credibility score which is viable for assessing a large number
of diverse online news sources, focusing upon online news outlets, which excludes microblogs
such as Twitter or other social media posts. We concentrate on online news items’ compliance
with established journalistic standards, ethics and best practices [7, 8]. The assessment aims
at being self-contained (using only the content of the respective web page); it does not take
into consideration information about its source or author, offering a neutral perspective about
whether the information at hand appears to be credible. We take into account standards regarding
layout aspects of a web page, which do not seem to have been leveraged in an automated manner
in existing research. We also investigate the usage of tools typically used for automated software
testing, leveraging their features for credibility testing, instead of using typical machine learning
or decision theory approaches [9].

The remainder of this article is structured as follows. Section 2 describes the selection of
signals. Section 3 explains the system architecture. Section 4 presents our results, the dataset
used for testing and the most notable statistics. Potential shortcomings of the implementation,
as well as an interpretation of results and possible approaches for future work, are detailed in
Section 5.

1https://www.snopes.com
2https://www.mimikama.at
3https://www.newsguardtech.com/how-it-works/
4https://www.thefactual.com/how-it-works
5https://credweb.org/signals-20191126
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2. Methodology

This section describes the methodology according to which the identified signals are transformed
into metrics and combined into a final credibility score.

2.1. Selection and Measurement of Signals

The selection of signals for credibility assessment must take into consideration that (i) the
measurement result must be reproducible at different points in time and by different persons or
machines; (ii) the selected signals or combination of signals must be proven to correlate with
content credibility; (iii) producers of content with low credibility should encounter high costs
when trying to fake the signals used in a credibility measurement; and (iv) the signals must
be clearly and unambiguously defined. Based on these constraints various signals have been
identified for four categories (Layout, Formality, Neutrality, Transparency). Each signal is being
attributed a score from 0 to 1. A detailed description of the selection criteria for each signal can
be found in Danila [10].

• Layout signals [11]: Number of pictures, which is being put into relation with the
article length; Presence of a video; Font size of both the headline and the text; and
Font type.

• Formality signals: Relative number of unique spelling errors [12]; Number of
question and exclamation marks in the title [13] and in the text [14]; number of
consecutive exclamation or question marks6; Presence of words in all capitals, exclud-
ing headlines and acronyms [15]; and Vocabulary size of the article [16]: syntactic
complexity, average sentence length, semantic complexity, a simple type/token ratio.

• Neutrality signals: Number of superlatives [17]; Number of profanities; Racial
slurs [18]; and Number of words with emotional valence [19].

• Transparency signals: Number of links and number of direct quotes are aggregated
and a linear score calculated [20]; Number of external links in relation to the number
of links [21]; Number of broken links [21]; Presence of an author; and Whether an
article is marked as opinion or not.

For the score components that are set in relation to the total number of words, a minimum
acceptable ratio has been determined. The values are re-scaled based on a minimum value
to better represent the difference between different news items’ scores. The minimum value
for most score components in question is 0.8. This leads to any article with spelling mistakes,
non-neutral language, all capitalized words or unacceptable punctuation marks in a ratio of
more than 20% achieving a score of 0 for this component. One exception is language complexity,
for which a minimum value of 0.2 and a maximum value of 0.45 have been determined, since
almost no articles fall outside this range.

6https://credweb.org/signals-20191126#signal-number-of-exclamation-points
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2.2. Development of Credibility Score

The credibility score is comprised of four sub-categories: Layout, Formality, Neutrality and
Transparency. Each category consists of subscores for the chosen signals pertaining to it. The
final score is computed based on the Ordered Weighted Averaging method [22], which can
be applied in model-driven credibility assessment and is a manner of solving Multi-Criteria
Decision Making (MCDM) problems. The simple, unweighted credibility score can be formalized
as follows:

scoreCred = average(∑ score𝑖) (1)

where 𝑖 ∈ {Layout, Formality,Neutrality,Transparency} and

score𝑖 = average(∑ score𝑗𝑖) (2)

wherein the subscores (score𝑗𝑖) are calculated based on the average scores of the combined
signals used to measure them, which lay in the interval [0, 1]

𝑗 ∈ {Pictures,Video,TextSize,TextType}𝑖=Layout (3)

𝑗 ∈ {Spelling, Punctuation,Capitalized,Vocabulary}𝑖=Formality (4)

𝑗 ∈ {Superlatives, Profanities, Slurs,Emotional}𝑖=Neutrality (5)

𝑗 ∈ {Links,ExternalLinks,BrokenLinks,Author}𝑖=Transparency (6)

Additionally, the OrderedWeighted Average allows for weights to be attributed to the different
components of the score. In this paper, the score is first computed without weights and based on
the observed differences (a deep description can be found in Danila [10]), the following weights
are attributed to the credibility score components:

• Formality – Spelling: 0.2
• Formality – Punctuation: 0.3
• Formality – Language Complexity: 0.3
• Neutrality – Superlatives: 0.2
• Neutrality – Emotional words: 0.2
• Transparency – Citations: 0.2
• Transparency – Author mentioned: 0.2
• Layout – Video: 0.1 if video is present, else 0.0
• Layout – Font size and font type: 0.05 each

All other signals are included with a weight of 0.1.

3. Architecture and Implementation

This section provides a description of the credibility score automation process and implemen-
tation choices. The code is available via GitHub.7 The code implemented by ourselves is
open-source, although the concrete licenses of third party tools must be considered.

7https://github.com/Lzdnl/credibilityScore
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Figure 1 shows the high-level architecture of the system. Using a URL provided by the user,
the tool retrieves the relevant elements of a web page, performs cleaning actions and computes
the corresponding metrics for each credibility category. Finally, based on the obtained metrics,
a credibility score is computed.

Figure 1: High-level architecture of our prototype system

Below we provide descriptions of the system components, following the order in which they
are executed.

3.1. Fetching Elements from a Web Page

The elements of an article are retrieved from its web page using Selenium,8 a framework for
the automated interaction with browsers, which is widely used for website and web page
testing. Selenium can recognize elements, which have been defined by the user based on HTML
properties such as CSS selectors, IDs or XPath.

Before extracting elements from the website, a cookie banner has to be accepted due to GDPR
[23]. Therefore, we installed the free-to-use Selenium third-party extension “I don’t care about
cookies”9, which automatically chooses the most easily feasible option for cookie banners.

Using Selenium, we obtain the following information: complete text extracted from the web
page, article title, article URL, boolean value indicating the presence of an author and the list of
links with additional information such as their text and the surrounding text.

3.2. Cleaning the Article Text

The second component of the system cleans the text obtained from the web page using a simple
script in Selenium.10 The first step in the text cleaning function is splitting the text obtained
from the web page at the newline character and storing paragraphs in a list. Elements which are
not part of the article text are removed (e. g., paragraphs which do not contain any punctuation
marks or are very short, paragraphs containing expressions such as “cookie policy” or “all rights

8https://www.selenium.dev
9https://www.i-dont-care-about-cookies.eu

10Text extraction and cleaning can also be achieved with the aid of boilerplating tools such as Beautiful Soup,
https://pypi.org/project/beautifulsoup4/.
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reserved” etc.). This component returns the cleaned text, its total number of words and the total
number of sentences.

3.3. Formality Check

The Formality component uses the article’s cleaned text and title. It counts the number of
exclamation and question marks found in the title, the number of overall consecutive question
or exclamation marks found, as well as the number of question marks found in the text; there is
no statistical difference in the usage of exclamation marks, see Yang et al. [14]. Additionally,
words written in all capitalized characters are counted. To avoid false positives by counting
abbreviations, only sequences of at least two consecutive words are considered.

Later, spelling mistakes are identified with the aid of the Python library “autocorrect”.11

Additionally, to enable users to pass their own credibility judgements based on the automated
score, the system allows for displaying a list of misspelled words. The last step of the formality
analysis is calculating the semantic complexity of the article, which is achieved by a simple
type/token ratio – number of unique words divided by the total number of words.

The component returns the number of question or exclamation marks in the title, number
of question marks in the text, overall number of consecutive question or exclamation marks,
number of words for which all characters are capitalized, number of spelling mistakes in the
title and in the text, lexical richness ratio, list of misspelled words, and list of the identified
words for which all characters are capitalized.

3.4. Neutrality Check

The neutrality check analyses the content. It counts the instances of superlatives, which denote
exaggerations, as well as words with emotional valence, profanities and racial slurs. Superlatives
are counted by comparing the cleaned article text to a list of superlatives for more than 5400
English adjectives [24].12

The number of emotional words is calculated similarly. A lexicon containing words with
emotional valence, as well as the type of emotion they convey, is used: EmoLex, the NRC
Word-Emotion Association Lexicon13 is a crowd-sourced lexicon [25]. To identify profanities,
an unofficial list of words banned by Google is used14.

Racial slurs are identified by comparing the cleaned text with entries from a racial slur
database.15 The list contains more than 2600 entries, however, many of them are homonyms of
non-offensive words which can only be regarded as slurs in a certain context. To avoid false
positives, the list has been cleaned; the modified list contains only those words which can be
regarded as racial slurs regardless of context.

This component returns: number and list of identified superlatives, number and list of
identified words with emotional valence, number and list of identified profanities and number
and list of identified racial slurs.

11https://github.com/fsondej/autocorrect
12https://github.com/prosecconetwork/The-NOC-List/blob/master/NOC/DATA/TSV%20Lists/superlatives.txt
13https://www.saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
14https://www.freewebheaders.com/full-list-of-bad-words-banned-by-google/
15http://www.rsdb.org
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3.5. Transparency Check

The Transparency category uses the list of links obtained previously, as well as the boolean
value which indicates whether an author has been found. First, we delete links from buttons,
related articles or advertisements. The list contains not only the links, but also their text and
the surrounding text. The cleaning process deletes all links for which the surrounding text is
not part of the cleaned article text. Empirical observation led to the conclusion that this method
eliminates nearly all irrelevant links.

The remaining links are counted to obtain the number of references. For the number of
external references, the domain of the article’s URL is extracted and compared to that of each
reference. The ones which do not match are counted as external links. The script identifies
broken links by sending requests for the head of each reference URL and asserting that the
response code is smaller than 400. In addition to the number of links, the number of direct
quotes is calculated by counting all quotation marks and dividing them by 2. Finally, the script
checks if the article is an opinion piece by identifying the word “opinion” in the URL.

The component returns the following elements: number of references, number of external
references, number of broken links, number of direct quotes, list of URLs of all references, list of
URLs of broken links and a boolean value indicating whether the article is marked as opinion.

3.6. Layout Check

Since Selenium is mainly designed for text-based assessments, the signals chosen for the
credibility category Layout cannot be processed with this tool. Galen, however, provides a wide
variety of features, being designed for layout tests in responsive web design.16

Galen provides a number of features which can be leveraged to measure the Layout metrics.
Videos, pictures, the headline and the article text can be predefined as objects. However, the
results provided in JSON must be further processed to obtain the desired metrics.

For videos, it suffices to assert that a video is visible on the web page. Extracting images is
simple, as they are always displayed with the aid of an img tag. In the case of pictures, a simple
count is not sufficient, because it is not possible to automatically differentiate between article
pictures and other pictures, such as the website’s logo or pictures from the related articles.
Therefore, Galen checks the size of each picture and checks whether it has a width of at least
400 pixels, a measure identified by empirical testing, to avoid user avatars, logos and pictures of
related articles. Galen can also extract font sizes and font types.

The component returns the following: number of pictures, presence of a video, information
about whether the headline font size and text font size fall into the expected respective range,
information about whether the headline font type and text font type are serif.

3.7. Calculating the Credibility Score

The final step is calculating the credibility score based on the collected measurements (see
Section 2). The corresponding script performs simple operations for each credibility category

16http://galenframework.com
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based on the data points retrieved from all previously executed components. Finally, it computes
a weighted average based on the weights attributed to each metric.

4. Experiments

This section presents the results of the testing phase conducted for the automated credibility
score calculation, describes the datasets used and compares the results. The Jupyter Notebook
used for the data analysis is available in GitHub.17

4.1. Dataset

Although various datasets used for fake news detection have been published in recent years,
identifying a collection of URLs for the purpose of testing our prototype was a challenge. Most
fake news datasets focus on classifying news items into fake and real, i. e., they do not provide
a score similar to ours. One such example is Shu [26], which offers two collections of fake
and real news, one from the political domain, the other focused on celebrity gossip. Other
datasets, like the one used by Zhang et al. [27], contain crowd-sourced credibility estimations
on a five-point Likert scale. However, the criteria used for assessing the credibility of news
items does not match our signals. Additionally, the dataset appears to be relatively limited. Yet
another shortcoming relates to datasets only containing entries for fake news, without real
news entries to compare against. One such example are the top 50 most popular fake news
collected by BuzzFeed.18

Initially testing our system with existing datasets led to distorted results due to a number of
reasons. For one, many of the URLs in the datasets do not exist anymore. The datasets were
cleaned before testing by sending an automated request to the URL and removing the URLs
from the list that result in an HTTP error code. However, not all websites generate HTTP error
codes if a URL cannot be found. Several websites redirect to their homepage instead, rendering
an automated removal of broken links infeasible. Additionally, some of the URLs in the existing
datasets seem to be accessible only to registered users, which means that the URL redirects to
either a login page or a subscription offer. Besides, a high number of entries were URLs for
articles stored in the Internet Archive19, in which case the automated credibility testing led to
processing times of several minutes per URL. Also, due to the fact that some of the archived
articles seem to have a modified HTML structure because of the archiving process, some page
elements are not being properly recognized. Finally, not all datasets fit the scope of our work.
While the system has been developed for online articles from newspapers in HTML format,
some datasets also include Youtube videos, Twitter posts, PDF files and other content in formats
that we consider out of scope. This results in partially very low credibility scores for these types
of content.

Because of these shortcomings, a new dataset was collected. It consists of 250 entries for
fake news and 200 entries for real news. The fake news URLs were collected by navigating to

17https://github.com/Lzdnl/credibilityScore
18https://github.com/BuzzFeedNews/2017-12-fake-news-top-50
19http://archive.org
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websites known for spreading fake news, hate speech and conspiracy theories, a list of which
had been compiled by the company Prophecy as part of a dataset for fake news detection.20

Many of the domains listed in the collection were either expired or flagged as posing a security
risk. Three URLs per domain were randomly collected from the domains which could still be
accessed. The genuine news were collected from the websites of established English language
newspapers and randomly choosing three URLs per domain. These newspapers are not limited
to those from English-speaking countries, but also English editions of international newspapers.
Additionally, both globally established and small local newspapers have been taken into account,
resulting in a diverse dataset.

4.2. Comparison of Credibility Score for Fake and Real News

At first glance, the difference between the credibility scores for genuine and fake news does not
seem significant. However, real news do perform better than fake news. Figure 2 shows that
the mean credibility score for real news is higher by 4.9%, while the mean of the weighted score
is higher by 6.3% in real news. Similar differences can be observed for the median. It is higher
for real news, by 5.4% for the simple score and 6.5% for the weighted score.

Figure 2: Mean and median comparison of simple and weighted score

When comparing the subscores for the categories Formality, Neutrality, Transparency and
Layout, the same trend can be observed. As shown in Figure 3, on average, real news perform
better. The highest difference, of 8.4%, can be observed in the Formality category, followed by
Transparency with a difference of 5.7%, and Layout and Neutrality with a difference of 2.8% and
2.7%, respectively.

A deep dive into the components of the score categories reveals differences at component
level. Figure 4 shows that most used signals lead to a higher score for real news. With a 22.4%
difference, punctuation seems to be the strongest of the analysed indicators. The next indicator
is the font type – usage of serif fonts – with a difference of 14.9%. Another well-performing
layout indicator is video, with a difference of 10.5%. Two transparency indicators complete the

20https://github.com/several27/FakeNewsCorpus/blob/master/websites.csv
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Figure 3: Mean comparison of subscores

top 5: the presence of references – as an aggregation between links and direct quotes – and the
presence of broken links, with differences of 13.4% and 9.6%, respectively.

Figure 4: Mean comparison of subscore components

Notably, fake news perform better on three subscore components. The layout indicators
font size and pictures show a difference in measurement of 8.8% and 5.6%, respectively, while
the indicator external references shows a difference of 4.2%. This indicates that the font size
might not be a reliable indicator. When it comes to pictures, it appears that most fake news
articles are relatively short and contain one picture, which results in the maximum score for



this indicator [11]. An evaluation of the pictures’ originality could be taken into account for
refining the score.

Finally, in the case of external references, it seems that credible articles are penalized for
providing a high amount of links in general. They will therefore obtain a high score for
references in general. However, the external reference score is calculated as a ratio between
external links and all links. Therefore, articles with a lower amount of overall links can obtain a
higher score for external references more easily.

Other notable differences can be observed by comparing the distribution of the credibility
score (Figure 5):

• Scores below 5 are achieved by 7.8% of fake news items and 1.1% of real news items.
• Scores between 5 and 6 are achieved by 30% of fake news items and 16.4% of real news
items.

• Scores between 6 and 7 are achieved by 41.3% of fake news items and 48% of real news
items. Notably, it seems that in this case most of the real news are situated in the range
between 6.5 and 7, while most of the fake news achieve scores in the range between 6
and 6.5.

• Scores between 7 and 8 are achieved by 20.4% of fake news items and 31% of real news
items.

• Scores above 8 are achieved by 0.4% of fake news items and 3.5% of real news items.

Figure 5: Distribution of credibility score for fake (orange) and real (blue) news

The weighted credibility score leads to a general shift towards higher scores in general
(Figure 6). However, we notice bigger differences when it comes to the score distribution. With
the simple score, 90.4% of fake news items and 95.4% of real news items achieve a score between
6 and 8. With the weighted score, 93.1% of fake news items achieve a score between 5 and 8,
while 94.7% of real news items are situated between 6 and 9.



Figure 6: Distribution of weighted credibility score for fake (orange) and real (blue) news

4.3. Notable Examples

After the quantitative evaluation, the difference in the scores between real and fake news is not
as significant as expected, which is why we also performed a qualitative evaluation of various
notable examples.

For one, not all news from credible sources achieved high credibility scores. However, the
low scores also stem from the fact that the news items in question do not fulfil the criteria
chosen for measuring credibility. The most notable examples in this category are two articles
from the Arabic newspaper Al Jazeera21,22. Both have a high Formality and Neutrality score.
However, both articles achieve a low Transparency score, due to the low number of references
and external links and the fact that the author is not mentioned. The lack of a video and the
unbalanced number of pictures in relation to the length of the article account for an additional
decrease in the Layout score.

Another surprising result is the high credibility score obtained by some content sources
known for spreading fake news. The most notable example is an article from the conspiracy-
focused website dcclothesline.com.23 The article achieves a credibility score of 7.98. Although
it was published on a website with very low credibility, the article fulfils the chosen credibility
criteria to a high degree: low rate of spelling errors, does not use question or exclamation
marks or all capitalized words and fulfils most of the established layout criteria. Additionally, it
contains a high number of direct quotes and links, all of which are external, a low number of
broken links, and has a named author.

A more precise credibility ranking of news sources can be achieved with an expanded dataset.
Based on the limited dataset used for our evaluation, the top 5 real news domains with the
highest mean credibility scores belong to: the US news channel MSNBC, the South African

21https://www.aljazeera.com/economy/2021/5/24/china-crackdown-forces-crypto-mining-operators-to-end-oper
ations

22https://www.aljazeera.com/news/2021/5/24/coup-claim-as-samoas-elected-leader-locked-out-of-parliament
23https://www.dcclothesline.com/2021/05/23/total-tyranny-well-all-be-targeted-under-the-governments-new-pr

ecrime-program/
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economy-focused newspaper businesslive.co.za, the English version of the German news source
Deutsche Welle, the Guardian and the political news source Politico.

For fake news, the top 5 domains by simple credibility score are WorldNetDaily, the celebrity
tabloid Upliftingtoday.com, the US right-wing platform Yesimright.com, the conservative
Subjectpolitics.com, which publishes news and the news aggregator En.newsner.com.

5. Conclusions

We have identified a set of credibility signals, which can be measured in a reproducible and
automated way, and clustered them into four credibility categories based on journalistic best
practices and ethical principles. We have developed an optimizable credibility score function
and applied the function to a dataset collected from known sources for both fake and real
news. The implementation of the credibility assessment has been conducted with the aid of two
automation tools for software testing: Selenium, which has been used for extracting content
features of news items (e. g., headline, body text, references, author) and Galen, which has been
leveraged for extracting layout features (e. g., font size and type, pictures and videos). The
possibility for a precise definition of elements based on the HTML structure of the web page
confirms that testing frameworks can indeed be leveraged for automated credibility assessment.
However, there are some caveats. Firstly, precise definitions of elements guaranteed to function
with a large number of websites are a laborious task which can only be achieved by testing a
very large number of diverse websites. For this reason, further refinement of element definitions
and cleaning of extracted elements is necessary.

Our results show a small difference between real and fake news items, with real news
achieving higher scores on average. When regarding the results by category, the Formality
and Transparency categories show higher differences than the Neutrality and Layout cate-
gories. A deeper dive into the analysed signals reveals some notable signals from the Formality,
Transparency and Layout category, for which a relatively high difference can be observed:
non-standard punctuation, the number of citations, the number of broken links, the presence
of a video and the font type. Notably, the last two signals are exclusively layout-based. More
research into how layout aspects influence credibility will be conducted in the future to further
test this hypothesis.

In terms of future work, apart from the refinement of the definition of elements extracted
from a web page, the optimization of the subscore scaling and the credibility score function
are topics which might benefit from further research. Additionally, an expansion of the scope
beyond surface credibility and a more complex definition of the developed categories would be
valuable additions to the present work. More precise results might be obtained by regarding
the proposed approach as one perspective of credibility assessment and integrating it into a
holistic project which also takes into account other aspects and types of credibility.
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