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Abstract

Every change to a software repository (i.e., commit) is described by a software developer committing the
change with a message written in natural language, indicating the purpose of the change. Automatically
inferring the change intents of commits helps understand and manage software projects and their
development. This paper presents and evaluates an approach leveraging the semantic characteristics
of textual descriptions in software change messages to classify commits into adaptive, corrective, and
perfective maintenance activities. The approach represents a commit message as a set of vectors, using a
word2vec model trained on commits of the top starred GitHub repositories. Each vector corresponds to a
semantic embedding of a word in the message. The resulting word embeddings are aggregated to a single
vector representation for a commit, using the average, maximum, and term frequency-inverse document
frequency weighted mapping. The experimental results revealed that the models based on the proposed
features and simple classifiers are promising, outperforming the baseline ZeroR algorithm. Compared to
the traditional approach that uses keywords as features, the models of the proposed approach performed
better overall, and provided a more accurate prediction of adaptive and corrective maintenance activities.
The best-performing model with a mean weighted F1-score of 75.9% used the maximum aggregation
method, and was based on the Random Forest classifier.
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1. Introduction

Throughout software development, the iterative changes made to a software project’s source
code are typically tracked in a version control system, e.g., Subversion and Git [1]. They are
designed primarily to support collaborative software development by storing the code, maintain-
ing the history of every modification to the code, and simultaneously fostering collaboration and
communication in development teams over the lifetime of a software project [1, 2]. Nevertheless,
the abundance of the available data from version control systems and the code hosting platforms
built on them, e.g., GitHub, presents a valuable resource, from which software research and
practice can learn in order to understand and manage software projects better [2, 3].
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Changes to software repositories are performed for various purposes, including adapting,
correcting, or perfecting software. Analyzing and categorizing changes helps understand and
support the decision-making process of software practitioners, concerned mainly with optimum
resource allocation and software quality assurance [4, 5, 6]. Additionally, it enables software
researchers to study software changes [7]. However, the intents are often not well-written and
documented explicitly by developers [7, 8, 9], making inferring the change intents of commits
a challenging task. Thus, much effort has been dedicated to mining software repositories to
obtain software artifacts of committed changes to a repository, e.g., source code, explanatory
commit messages, or other metadata, and exploit them to categorize commits automatically.

Existing research has already investigated the use of various natural language processing tech-
niques for extracting relevant features from commit messages, with the objective of classifying
commits into maintenance activities, including word-frequency analysis [10, 11], topic models
[6, 12], and contextual embeddings [4, 8]; however, the semantics of the textual descriptions
in messages are yet to be explored to the fullest extent of their potential. This paper aims to
investigate commit messages from the perspective of semantic embeddings, and the usefulness
of aggregated embeddings for multi-class commit classification. A word2vec model, trained on
400k commit messages from the top starred Java repositories on GitHub, was used to convert
words into 300-dimensional vector representations. Next, the word embeddings were sum-
marized into commit embeddings using three alternative strategies — averaging, maximizing,
and term frequency-inverse document frequency (TF-IDF) weighting. An experiment was
conducted to evaluate the approach on a balanced cross-project dataset of 1,793 labeled commits
grouped into three maintenance categories, i.e., adaptive, corrective, and perfective maintenance.
Several classification algorithms were tested for the classification task. In achieving the research
objectives, we contribute to the body of literature in the following three ways:

« Firstly, to address the problem of classifying commits into maintenance activities, we
present commit embeddings, constructed by aggregating the embeddings of words found
in each commit message.

« Secondly, to evaluate the proposed approach, we analyzed classification models trained
on different classifiers, and compared the results with the traditional keyword-based
approach.

« Thirdly, we highlight opportunities for modifications of the approach that may be ad-
dressed in future work, which could improve the approach’s performance, as well as
provide additional insight into the nature of software changes.

The remainder of the paper is structured as follows. The relevant related work is reviewed in
Section 2. Section 3 explains our proposed approach. The obtained experimental results are
presented and discussed in Section 4. In Section 5, threats to internal and external validity are
outlined, with employed strategies to alleviate or prevent them. Section 6 concludes the paper
by presenting the summarized findings, implications, and future research prospects.

2. Related work

Over the years, various features have been used for the classification of commits. Regardless
of the main objective of the classification, the features can be divided based on their origin,
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whether they were derived from properties of the source code (utilized in [5, 9, 13, 14]), the
commit messages and their metadata (utilized in [6, 8, 11, 15, 16]), or external tools integrated
with software repositories, e.g., bug tracking systems (utilized in [17]). Source code-derived
features were used by Mariano et al. [13], with a count of the added and deleted code lines, and
a count of the changed files as inputs of the classification. Honel et al. [9] used source code
density, a measure of the net size of a commit. Levin and Yehudai [5] targeted code changes as
defined by Fluri’s taxonomy. Sabetta and Bezzi [14] treated code as a text document written in
natural language. Keywords derived from commit messages were used by Saini and Chahal
[15]. Textual parts of issues reported in bug tracking systems were considered for classification
by Antoniol et al. [17].

In this work, we focused on the classification of commits, with the objective of categorizing
commits into maintenance categories based on features derived from commit messages. Various
approaches with similar aims have already been proposed in the field. Mockus and Votta [10]
used word frequency analysis and normalization to select relevant keywords from commit
messages and used them as features. A similar work by Mauczka et al. [16] also classified
commits based on a set of keywords used in the message. Gharbi et al. [11] addressed the
classification as a multi-label active learning problem, representing each commit message as a
vector of feature values using the TF-IDF technique. Fu et al. [6] utilized domain knowledge of
software changes to prepare labeled samples used to build the semi-supervised Latent Dirichlet
Allocation model, and Yan et al. [12] presented a discriminative probability latent semantic
analysis model. Sarwar et al. [8] employed transfer learning based on a fine-tuned neural
network, i.e., DistilBERT. Apart from only using commit messages, some existing work relevant
to ours has performed classification using both commit message- and code-derived features. In
such a setting, Ghadhab et al. [4] employed a pre-trained neural language model, DistilBERT,
on commit messages, together with extracted fine-grained code changes. The closest to our
work are studies by Ghadhab et al. [4] and Sarwar et al. [8], which have already showcased the
usefulness of semantic embedding models for dealing with the unstructured nature of commit
messages written in natural language and classifying commit messages. We built on these
works by providing an investigation of the usefulness of code embeddings constructed from a
self-trained word2vec model, and an evaluation of different aggregation methods to aggregate
individual vector representations of words into one embedding for a commit.

3. Approach

A high-level overview of the approach is illustrated in Figure 1. Each step is presented in more
detail in the following subsections.

3.1. Dataset

An extended dataset made available by Ghadhab et al. [4] was used in our work. It combines data
from three sources, i.e., [5], [16], and [18]. Altogether, the dataset contains commits collected
from 109 open-source projects written in Java, covering a wide range of application domains,
including integration frameworks, utility libraries, and integrated development environments.
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Figure 1: An overview of our approach to commit classification

It consists of 1,793 commits, labeled with maintenance activities belonging to one of the fol-
lowing groups: adaptive (N=590), corrective (N=603), and perfective (N=600). The maintenance
categories used, each describing the purpose of a software change, were interpreted as proposed
by Swanson [19]. Adaptive maintenance refers to adapting the software to changes in the
environment, corrective maintenance refers to activities related to fixing failures, and perfective
maintenance refers to improving the software’s performance and quality.

3.2. Data preprocessing

The data preparation phase included multiple steps. The text was first transformed for each
commit message to lowercase letters, then numbers and punctuations were removed. Stop-word
removal was conducted to eliminate commonly used words with little meaning (e.g., is, not, to).
Lemmatization was used to remove the inflectional endings and return only the lemma, the
dictionary form of every word.

3.3. Word2vec model training

Word2vec is a well-known and commonly used word embedding learning method in natural
language processing presented by Mikolov et al. [20]. The method uses a neural network that
can represent a word in a text corpus as a vector with semantic relations to other words in a
way that similar words are in close proximity to each other in the vector space. In this work, we
trained our own word2vec model. First, 4,000 top starred GitHub repositories based on the Java
programming language were extracted using the GitHub Search API. The list contained popular
projects, including ElasticSearch, Selenium, Kafka, Gson, and Jenkins. Next, for every repository,
a list of all commits, together with the commit subjects, was retrieved by cloning repositories
with the git clone command and extracting lists of commits using the git log command.
Commits with empty subjects were removed. From the remainder, 100 commits were selected
randomly for each included project. If a project did not contain 100 commits it was removed, and
the next available top starred repository after the collected ones was gathered using the GitHub
API The process was repeated until 100 commits were collected from 4,000 projects. The data
were preprocessed after obtaining a list of 400k commits on which a word2vec model can learn,
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i.e, a text corpus. Lemmatization was performed after transforming the text to lowercase, and
removing punctuations, numbers, and stop words. Additionally, short messages with less than
six words were removed, as their benefit for training is limited. Duplicated commit messages
were dropped after the cleaning steps. The resulting output served as an input to the word2vec
training process. We decided to use the skip-gram model, which performs well with smaller
training sets and provides good accuracy for rare words. The skip-gram model learns in steps,
taking one word as a target in each step, trying to predict the words in its context out to some
window size. The model then defines the probability of a word appearing in the context given
this target word [20]. The model was trained in 30 epochs using a minimum count of 20, a
window size of 2, and a vector size of 300. The resulting trained word2vec model consisted of a
vocabulary of 3,384 unique words. In Figure 2, the resulting word embeddings are visualized
using the UMAP dimensionality reduction method based on the cosine distance metric. The
Figure illustrates the semantic relationship on the example of the word exception. The most
similar words, based on a computed cosine similarity, are runtimeexception (0.628), ioexception
(0.605), illegalstateexception (0.601), and illegalargumentexception (0.597), which can also be seen
in the Figure.

throw

X runtimeexception
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Figure 2: Visualizing word embeddings using UMAP (n_neighbors=15, min_dist=0.1)

3.4. Feature extraction

For each of the 1,793 commits in the dataset, the learned word2vec model was used to produce
an embedding vector associated with each word in the commit message. Words not present
in the word2vec model’s vocabulary were not considered. The TF-IDF matrix was calculated
next. It assigned a weight to each word in the dataset based on the number of its occurrence in
a commit message (i.e., term frequency) and the number of commit messages containing this
word (i.e., document frequency) in the following way:

TF—IDF = tf; j x zog(dﬂﬁ) (1)

where tf; ; is the term frequency of the word 7 in a commit message j, N is the total number
of commit messages in the dataset, and df; is the document frequency of the word . The
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corresponding weight for a word in a commit message reflects its significance to the rest of our
dataset. Three aggregation methods were then used to aggregate feature vectors of individual
words of a commit message to one commit embedding. The mean value per dimension of words
was calculated for averaging. The highest value per dimension of words was calculated for
maximizing. For TF-IDF weighting, each word embedding was multiplied by the TF-IDF value
found in the TF-IDF matrix, and the resulting vectors were then aggregated by averaging across
dimensions.

3.5. Classification task

A multi-class classification approach was performed, in which each commit was assigned a single
label L € {adaptive, corrective, perfective). The inputs to the model were the vector representations
of commit messages, constructed as described in the previous subsection (Embeddingsay,,
Embeddingspax, Embeddingsr_ipr). All three consisted of a 300-dimensional feature vector. The
following classifiers were used, selected due to their inclusion in existing research [4, 5, 9, 11, 13]:
Logistic Regression (LR), K-Nearest Neighbors (KNN), Random Forest (RF), Gaussian Naive
Bayes (GNB), and Decision Tree (DT). For the baseline, the ZeroR algorithm was used, whose
output is the most frequent group in the dataset — in our case, this was corrective maintenance.
Also, the traditional keyword-based approach, which uses a set of 20 keywords extracted from
commit messages as binary features — True in the case where the keyword is present in the
message, and False if the keyword is not present — was implemented as described in [4], to allow
the comparison with our approach. Three times repeated 10-fold cross-validation was used to
estimate the performance of the models using the mean accuracy and F1-score, averaged per all
repeated folds, as the evaluation metrics.

4. Experiment

4.1. Research questions

To assess the proposed approach and its variations based on the aggregation method used, an
experiment was conducted, with the aim of addressing the following two research questions:

(RQ1) Can the proposed approach classify commits accurately into maintenance activities?

(RQ2) How does the proposed approach perform compared to the traditional keyword-based
approach?

4.2. Results and discussion

First, the models were assessed regarding accuracy - the overall percentage of correct predictions.
The accuracy of all the folds across different classifiers is presented in Figure 3. Considering
the mean accuracy of folds, when LR and RF classifiers were used, all three variations of the
proposed approach outperformed the traditional approach. Only in the case of KNN and GNB,
the traditional approach performed slightly better than the model using TF-IDF weighted
embeddings, and in the case of DT, the traditional approach performed better than the models
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using averaged and TF-IDF weighted embeddings. Comparing the best classification models
of every feature in terms of the mean accuracy, the three models using the feature vectors
proposed by this work (72.1%, 75.5%, and 65.6%) outperformed the traditional model (63.7%).
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Figure 3: Accuracy of the variants of the proposed approach and traditional approach across different
classifiers

Next, as accuracy as an evaluation metric can hinder some problems of the classification
models, the F1-score, a weighted average of precision and recall, was also used for assessment.
In Table 1, the weighted F1-score is presented, obtained for each model by all the folds and
averaged by the total number of folds (N=30). When evaluating the performance of the models
using the F1-score, the findings are generally similar to the ones observed by the accuracy.
However, a larger difference between the mean score of the traditional approach and the mean
score of the proposed approach’s variations for the metric F1-score (A=4.67%) compared to the
metric accuracy (A=4.25%) hints that the traditional approach has some underlying problems
related to false positives and false negatives. Comparing the best models of every feature in
terms of the F1-score, the three models using the feature vector proposed by this work (71.8%,
75.9%, and 67.6%) outperformed the traditional model (64.0%).

Table 1
Weighted F1-score (%) of the variants of the proposed and traditional approach across different classifiers

LR KNN RF GNB DT ZeroR
z SO =z SD =z SD =z SD T SD| z SD
Embeddingsa,g 71.7 33 641 35 71.8 26 643 3.1 585 3.6
Embeddingsyex 753 25 700 26 759 35 660 34 635 37

Embeddingsrripr  65.6 39 593 35 67.6 33 520 4.0 526 4.1
Keywords 640 31 590 39 640 32 529 36 629 32

LR=Logistic Regression, KNN=K-Nearest Neighbors, RF=Random Forest, GNB=Gaussian Naive Bayes,
DT=Decision Tree, T=Mean, SD=Standard Deviation

All the proposed models performed better than the baseline ZeroR algorithm in terms of
accuracy (33.6%) and the F1-score (17.0%). The overall best performing model, with a mean
accuracy of 75.5% and weighted F1-score of 75.9%, used maximized embeddings as a feature

8:7



vector with RF as the classifier. In Figure 4, we attempt to visualize our dataset, represented
using the best performing feature vector (maximized word embeddings) by transforming the
300-dimensional vectors to 2-dimensional vectors using the UMAP dimensionality reduction
method and grouping commits by the maintenance category. We can observe rough areas and
patterns where a particular commit category is prevalent. This visualization hints at the value
and appropriateness of why using such representations of commit messages can be useful.

« adaptive
* corrective

» perfective

Figure 4: Commit embeddings constructed with maximizing word embeddings visualized using UMAP
(n_neighbors=100, min_dist=0.3)

Performance on a more fine-grained level, i.e., per maintenance category, was observed, to
analyze further the differences in performance of the proposed and traditional approaches. The
normalized confusion matrices on the example of the four models averaged across all folds
using the same classification algorithm are presented in Figure 5. We chose to present the
performance results of models built with the RF because this classifier provided the best results
for our variations of the proposed approach. Although this was not the best performing classifier
for the traditional approach, the difference between the best one (which uses LR) was small; the
difference in the mean accuracy was 0.074%, and the difference in the F1-score was 0.023%. The
presented confusion matrices gave us a better insight into whether all maintenance categories
were being predicted equally well, and what errors the models were making. By comparing
the actual categories with the predicted ones, we can observe that all three variations of the
proposed approach had a high percentage of true positive predictions (predicted categories
are the same as actual categories), which can be indicated from confusion matrices by the
dark-colored diagonals. In addition, all three had a similar degree of true positive rate for all
three maintenance categories, meaning that the proposed approach worked equally well for all
the maintenance categories. On the other hand , the traditional approach, relying only on a set
of predefined keyword features, had a higher rate of misclassifications. It was very successful for
predicting perfective commits correctly, yet less successful for adaptive and corrective commits,
since the approach predicts a large portion of the commits belonging to the two groups falsely
as perfective instead.

In the context of (RQ1), we wanted to evaluate how the proposed approach performed for
commit classification into maintenance activities. Our results show that using the proposed
features to present software change messages described by the unstructured nature-language
text, based on aggregation methods performed on word embeddings, improved the baseline
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Figure 5: Normalized mean confusion matrices for models trained with the RF classifier

algorithm significantly. Such features were shown to contain indicative information to classify
commits. The best performing models were the ones using maximizing of word embeddings as
an aggregation method.

In the context of (RQ2), we wanted to make our work comparable by evaluating the ef-
fectiveness of our approach in comparison to the traditional keyword-based approach. By
reproducing the traditional keyword-based approach, we found that, overall, the proposed
approach outperformed the traditional approach. Although the proposed approach was less
successful at predicting perfective commits, the approach improved the prediction of adaptive
and corrective commits compared to the traditional approach.

5. Threats to validity

5.1. Internal validity

The results of this study were largely affected by the self-trained word2vec model embeddings.
A major threat to validity relates to the selected subjects used in the model’s learning process.
As the learning relies heavily on the quality of commit messages given to the model as inputs,
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we chose commits from top starred repositories as a proxy of popular repositories, assuming
that commits in popular projects were more likely to be well-documented and messages would
correspond adequately to the applied software changes. To ensure further that the included
messages would benefit the learning process, short commits with fewer than six words were
excluded. To mitigate the risk of capturing semantic characteristics of messages written by only
a few developers, we selected commits from a number of different repositories. Despite all these
efforts, there is no guarantee that the resulting commits are good representatives for all software
projects. This may impact the generated word embeddings used in the classification directly,
and, therefore, the classification performance. In addition, it is essential to note that the selected
word vector representation method could have affected the classification results. Alternatively,
other methods could be used, e.g., GloVe. The parameter values of the word2vec model, e.g.,
model type, vector dimensions, and the number of epochs, could have also impacted the results.
Note that our work did not set out to find optimal values for best results but instead attempted
to validate the proposed approach. Our findings were also influenced by the dataset chosen for
commit classification. To mitigate threats related to data quality, we reused an existing dataset
used previously by several researchers. The validity threats reported by the authors related to
the gathering and labeling of the included commits in the dataset should be considered.

5.2. External validity

To mitigate threats related to the generalizability of the resulting word embeddings based on the
trained word2vec model, we used a number of commits from various software repositories. It is
possible that the results would differ for less popular repositories, closed-source repositories,
and repositories of projects written in other programming languages, because the obtained
results were restricted to taking into account solely popular open-source repositories of Java
code. To maximize the generalization of our findings with regard to the classification task,
classification was performed in a cross-project setting. However, the dataset was somewhat
limited in size. In addition, the generalization of our findings may not apply to closed-source
software and projects written in programming languages other than Java. Repeated k-fold
cross-validation was employed to address the risk of under- and overfitting the training data.

6. Conclusions

In this work, we studied the effectiveness of aggregated word2vec embeddings for classifying
commits into maintenance categories. We demonstrated that the proposed features, capturing
the semantics of commit messages, performed well with simple classifiers, outperforming the
ZeroR baseline significantly. Additionally, we put the results of the proposed approach in relation
to those of the traditional keyword-based approach and highlighted the differences.

The approach is still subject to improvements in future work. Searching for the optimum
parameter values of the word2vec model should be performed, for representing words in a
semantical vector space adequately. More strategies to assess the quality of commit messages
in the data preprocessing step should be considered, for example, dealing with links present in
the commit message, as the applied preprocessing steps were found to be insufficient. Future
research can focus on additional aggregation methods, e.g., summarization, minimization,
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and even concatenation, aiming to find the method that best preserves the relevant semantic
information from the commits. Applying strategies to deal with words of commit messages not
present in the word2vec vocabulary should be addressed in future work. Hyperparameter tuning
can be employed for finding the optimal parameters of classification models. Other classification
methods, apart from the ones used in the study, especially neural network-based and ensemble
models, could provide better results. In the future, language-agnostic classification models that
work for multiple languages should be the focus. Larger and cross-language datasets should be
obtained, enabling this research direction. In the current approach, the model can describe the
maintenance nature of an entire commit only — each commit can belong to one group only. In the
view of some commits belonging to multiple maintenance groups simultaneously, particularly
in the case of merge commits, steps should be taken towards multi-label classification.
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