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Abstract 
Security of data, that is stored on platforms’ storage, is an important factor in BI analytical 
platform. Gathering of data on BI platform and its storing in integrated storage is not end in 
itself, whilst it serves to obtain new knowledge and improve business processes with using of 
statistics tools and data mining. Confidential data (both numerical and qualitative) is important 
attribute of analysis process. In the meantime, it represents the greatest threat as well, since it 
allows to draw out important conclusions about business performance and trends within 
considered subject area. Intellectual analysis of confidential data on BI platform supports 
development of such information transformation methods that on one hand protect data and on 
the other hand must preserve usefulness of data for further analysis (Privacy-Preserving Data 
Mining -PPDM). 
This article considers BI platform data masking technique that preserves their statistical 
characteristics. Implementation of the technique is presented in the form of a data protection 
framework with masking level adjusting.  
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1. Introduction 

Nowadays analytical computing goes though popularization of business intelligence (BI) platform. 
Key components to such platform are data warehouse (DW), online analytical processing (OLAP) and 
means of extraction, transformation and loading of data received from different sources (ETL). Gigantic 
volumes of processed and stored information is an important feature of such platform. This feature leads 
to the use of big data processing technologies. Confidential information extracted from operational 
databases - personal information, protected medical information, payment cards details, intellectual 
property, information about business processes –gets to the storages. 

Business intelligence (BI) platform can be integrated with big data technologies. Today, big data is 
easily accessible to any organization through a public cloud infrastructure. Such integration 
significantly accelerates the implementation of big data mining methodologies. Security management 
of DW complicates itself by diversity and multidimensionality of data available to multiple users with 
different level of authorization, variety of data access processes. This leads to occurrence of multiple 
threats of data confidentiality breaching. The main purpose of collecting data in the BI platform and 
storing it in an integrated data warehouse is to extract information/knowledge from data to improve 
business processes using statistics and data mining tools. From a security standpoint, the main concern 
is maintaining data confidentiality. Misuse of data analysis may lead to the disclosure of personal data 
and other data classified as confidential. In particular, user preferences can be analyzed using various 
big data analytics tools, resulting in privacy invasion. While analyzing data of an organization, various 
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business trends can be identified. Particular attention should be paid to numerical data confidentiality 
protection. Analysis of such data allows to define business performance efficiency and its trends. 
Moreover, data of a non-numeric type, such as diagnoses, geographic location codes, and others, also 
require protection. 

Traditional security mechanisms designed to protect small, static data across firewalls and networks 
are no longer sufficient. Data privacy threats emerge at every stage of the big data lifecycle. However, 
the greatest risk occurs when the data is located in a non-production environment. Such environment 
includes databases used for staff training, software development, as well as databases that integrate 
information from operational databases (DB) and are used to solve business intelligence problems. 

With the growth company, the necessity for new applications arises, and these applications require 
development, debugging, and testing. Realistic data is required for application debugging and testing 
activities. Existing practice of real data bases passing to development teams carries risks of confidential 
information falling into wrong hands. This also applies to analysts who need such data for their work. 
This approach increases the likelihood of data theft. As a rule, a larger project involves a few 
development teams each needing a separate copy of data.  

This means that there will be multiple copies of the production database. According to statistics, 
there can be 6-8 of such databases. Security infrastructure of production and non-production spheres 
differ significantly. Such security mechanisms as reliable authorization, logical and physical distinction 
of access, firewalls are necessary in a production environment. 

However, such measures are generally not available in non-production environments. This can lead 
to misuse of master data copies. In such situation, for hackers that have gotten inside companies’ 
infrastructure, it’s not hard work to steal the data used for application development.  
These reasons necessitate the development of methods for such information transformation, which, on 
one hand, protect the data, and, on the other hand, must preserve their usefulness for analysis (PPDM). 
There are various PPDM methods [1], the most popular being data de-identification, i.e. removing 
confidential information from data or replacing it with anonymized information. In a broad sense, de-
identification means the impossibility of subject area processes details recovering. The most actively 
developing direction of de-identification is called masking. 

Data masking inherently protects sensitive data from unauthorized access by changing its values 
while maintaining original restrictions of data values. Masking methods must preserve original 
characteristics of information and maintain integrity of data and links. Quality of development, testing 
and learning directly depends on quality of testing data and its’ realism. Such data can be used to solve 
analytical problems. At the same time, data privacy solutions must be easily customizable to meet needs 
of any organization. 

Well known methods of masking can demonstrate (though not always) good results at application 
functionality and users interface testing  

However, they are completely unacceptable in terms of data analysis and building business models. 
Statistical characteristics of masked data differ significantly from original ones, that has a significant 
negative impact on the accuracy of analytical constructions. 

2. Data masking methods 

There are various masking methods. For example, in [2] the following methods are considered: 
Substitution. In this case, replacement of one value with another is used. For example, the subject's 

last name is replaced with a randomly selected last name from a lookup table generated from a telephone 
directory. Complexity occurs if it is necessary to generate a very large lookup table. For example, if it’s 
needed to generate several million realistic customer email addresses. 

Redaction/Nulling. This method is a special case of the substitution method, when all masked 
characters are replaced by the same character, for example, "X". In this case, the masked phone number 
will look as "(XXX) XXX-XXXX". This is the easiest and fastest masking method. It is widely used as 
a built-in masking method in the DBMS, but it’s not greatly valuable. 

Shuffling. Shuffling is a method of randomizing existing values vertically in the dataset, i.e., 
permutation in a table column. However, if only permutation is applied, masking is unreliable. A person 
with any knowledge of real values can consistently reconstruct original data. Permutation method is 
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effective in case of large massive of initial data. Since there is no need to generate new values, the 
method is simple and fast enough. During implementation of the method, special attention should be 
paid to randomization of permutation process. 

Blurring. Original value is replaced with a random but close (within a certain range) value. For 
example, replacing real sales data with a random value that differs in the range of 5% from the original. 
The method can be useful if it’s needed to hide correlation between the original numerical values. 

Averaging. In this method, original numbers are replaced with random ones in such a way that 
average value of the entire set of masked values remains the same as in the original set. 

De-identification. General name for the methods that allow original information identifying a 
person to be transformed in such a way that connection with this person disappears. De-identification 
is used to mask complex data sets spanning multiple columns of a database table. 

Tokenization. In this method, data elements are replaced with random placeholders (tokens). 
Representing of data as tokens is irreversible because token is not logically related to the original value. 

Format-preserving encryption. In this masking method, data is converted into an encrypted form 
in such a way that general appearance of the original value is preserved. 

Static and dynamic masking are distinguished according to the method of masking process 
organization. Static masking creates a copy of production database, replacing protected data with 
masked values. Static masking allows to create realistic test databases and reduce risks of information 
disclosure in a non-production environment as test database does not contain unmasked data. Dynamic 
masking is performed on production database. Conversion process is carried out in an intermediate 
software layer, between production database and application. Dynamic masking is triggered at the time 
of accessing the database and modifies its responses in such a way that anonymized data is submitted. 
Dynamic masking solutions are designed to protect data stored in production databases. This approach 
reduces risks of data leakage from insider actions. 

3. Related works 

A significant number of works are devoted to masking, see, for example, [3] - [5]. Loss of quality 
of analyzed data is classic masking methods serious problem, although they handle de-identification 
task well. 

Works [5] - [8] are devoted to development of masking methods that protect data from disclosure, 
and at the same time, preserve their useful properties for analysis. These works consider masking 
methods that preserve statistical properties of the original data. The focus is on preserving of set 
properties, but level of protection of sensitive data becomes low. 

In [9], it is proposed to protect data confidentiality by decomposing the original structure of tables 
and separating confidential data into a separate table. Such transformation is significantly complicated 
by the presence of relationships between tables and cannot be performed in real time proximity. 

Security of big data at different stages of its’ life cycle is considered in [10]. Authors identify 5 
stages of database life cycle, and for each stage, threats and security methods are considered. 

In [11, 17], to ensure confidentiality the use of so-called K-anonymity is considered. This approach 
requires that each entry in the table is not different at least from K-1of other entries. From view point 
of confidentiality maintaining, this approach has disadvantages, noted for example in [12]. To address 
these shortcomings, K-Anonymity methodology has been extended. One of examples is L-Diversity, 
which requires that each group of individuals that are indistinguishable by quasi-identifiers (such as 
age, gender, zip code, etc.) should not have the same sensitive attribute value, but should have L of 
separate well-represented (approximately in the same proportion) values [13]. 

So-called differential privacy work [14] is dedicated to eliminating of shortcomings attributed to K-
Anonymity and L-Diversity. This approach largely eliminates privacy protection issues of K-
anonymity, L-variety and their extensions. A masking mechanism is said to guarantee ε-differential 
privacy if, for each pair of inputs D1 and D2, probability of masked values matching must be very high 
(within the coefficient exp(ε)). 

As a rule, masking process is implemented at ETL (extract, transform and load) stage - i.e. in the 
process of data transferring from operational databases to storage. 
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Each of discussed masking methods is efficient in protecting privacy. However, relational database 
applications introduce additional complexity. In particular, one of qualities of relational model is 
referential integrity maintaining. If masked data item is a primary or a foreign key in database table 
relationship, then this newly masked data value must be propagated to all related tables in the database. 
Propagation of key ensures referential integrity of transformed data. Without propagation of key, 
relationship between parent and subsidiary tables will be broken, resulting into loss of integrity of 
masked data. 

Analysis of the works allows us to formulate general requirements for masking process: 
1. Masking should not be reversible. Possibility of unmasking procedures creates threats of data 

disclosure and lowers level of data security. During implementation of masking process, it must be 
taken into account that the result of the transformation should not be reversible, which means that 
persons who do not have access to key information should not be able to restore the original text 
using the masked one. 

2. Only sensitive data needs to be masked. This requirement points to the need of metadata expert 
analysis in order to identify exact attributes to be protected. 

3. The results should represent original data. Data masking is to provide information that still resembles 
real data and that is useful for analytical processing. 

4. It is necessary to maintain referential integrity. Masking should not violate integrity of foreign keys 
of tables. This means that if masked attribute is a foreign key, it is also necessary to mask the primary 
key in the parent table and cascade it in related tables. Therefore, it is also necessary to ensure entities 
integrity. If masked attribute is a primary key, masked values must be unique. 

5. Masking should be an iterative process, meaning that for different instances of certain data 
structures, masking process does not require changes in settings. At the same time, masking the same 
data instance again should produce values that are different from the previous ones. 

6. Applicability of the masking algorithm to the entire data set of the domain. If, for example, 
technological process data is being masked, then masking algorithm must adequately handle the 
entire range of input data.  
 
In addition to the basic requirements, additional requirements can occur, due to the characteristics 

of the subject area, for example: 
 Saving generalized values. Total and average values for masked column of the table must match 

the original ones (precisely or with a certain tolerance). 
 Statistical distribution of values. In some cases, it is important to retain information about such 

statistical characteristics as nature of the distribution. For example, if the database contains 
information about geographical distribution of cancer patients by postal codes, then an arbitrary 
replacement of postal codes can distort results of the analysis. 

 
In general, known implementations of masking methods, as a rule, do not ensure fulfillment of points 

3, 4 of the requirements. Masked data format, belonging to the same domain as the input data, referential 
integrity are generally not supported. 

4. Methodology 

Given the peculiarity of BI platform, the following requirements added to listed above: 
1. Preservation of data belonging to a specific domain. This restriction can be represented as a set of 

particular requirements, for example: 
 Saving data type. Masking results must belong to the same base data types as the original data. 
 Save format. This means that if table attribute is a symbolic type and line limitation is from 10 

to 15 symbols, then masked data should also respond to this term. A typical example is date 
masking, which must occur in the correct ranges for day, month and year. This means that the 
masking algorithm must determine data format and besides generate a suitable in the same 
format. 
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2. Speed of operations performing at ETL stage or at query level on masked data should be comparable 
to the speed of performing data operations without masking. This requirement is especially 
important in cases of big data. 

3. Slight change in size of the masked table compared to the original. Ideally, tables should not be 
resized when masked. 

4. Masking method should provide masking of both quantitative and qualitative data. 
5. Individual masked value cannot be used to find out true value, but actual average behavior of 

masked data should be close to that of the original data. 
6. Masking process must be customizable. This means possibility to change process settings in such 

a way that a compromise is reached between level of data confidentiality and its usefulness 
(reliability). 

In this work masking technique that meets the above requirements is considered. During creation of 
the technique results of authors given in [15,16] were used. Based on the methodology data masking 
framework has been created that functions at ETL stage. 
 

 

 
Figure 1: General masking structure in BI platform 

 
Figure 2 shows model for protecting data privacy using masking and preserving usefulness of the 

data. 
 

 
Figure 2: Data utility‐preserving privacy model  

 
Purpose of main components of the model: 
 Identification of sensitive data. Based on results of metadata analysis, user (expert) selects those 

that need to be masked. User (expert) analyzes all attributes of sample data by studying subject 
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area, analyzing reports and documents. Data format, privacy policy, reliability requirements 
(usefulness) of data, level of security are determined 

 Integrity control. By analyzing metadata, relationships between tables are determined. Masked 
foreign key values must match masked primary key of the parent table. Subsequently masked 
data is loaded into DW without errors. 

 Masking procedures. Depending on type and format of data, one of masking procedures is 
selected. Masking procedures allow to keep data realistic. For string variables, code page, 
presence of upper- and lower-case characters, and length are saved. For numbers, bit depth and 
sign are preserved. Masking date and time data produce values in correct ranges for day, month, 
year, and time. This property is one of factors that ensure realism of data. Some data items can 
be set as non-maskable. Moreover, size of that part of the initial data that does not change can 
be adjusted (parameter  of the model). This parameter allows to maintain such data property 
as frequency distribution. In cases where it is necessary to maintain a logical grouping of values, 
technique allows to save elements of data template, forbidding masking of a certain part of the 
data. Obviously, such attribute as postal index should not be randomly masked since 
geographical component might be destroyed. In this case, it is possible to customize masking 
procedure in such a way that part of the index that determines, for example, belonging to a region 
or city, does not change. This option also allows to make masked data more similar to the 
original. 

 Masking. First of all, foreign keys are masked along with corresponding primary keys. They do 
not participate in further transformation. Depending on data type of table column, masking 
procedure is automatically selected and applied. The  parameter specifies the part of data that 
is not masked. Value of the parameter should be able to provide a compromise between 
requirements of confidentiality and usefulness of data. Masked values are unique, and masking 
the same value again produces a different result. 
  

Masking algorithm: 
1.  Determine tables with data subjected to protection T1…Tm and attributes of tables  

Ti{a1, a2, …….an} to be protected. Steps 1 and 2 are performed by an expert. These steps are 
performed once. 

2. Conditions for integrity of selected attributes are determined whether it is a foreign key. If yes, 
attributes of related tables are determined. Masking of related attributes occurs according to the 
method described in [16]. 

3. Data type for each attribute is determined and appropriate masking procedure is assigned. 
4. Based on the confidentiality / usefulness requirements, parameters of masking procedures are 

determined (parameter ) 
5. All rows of the table are processed sequentially, performing the transformation 

 
Tin{a1, a2, …….an}  Tin{s1, s2, …….sn} 

 
where ak is unmasked attribute value, sk is masked 

6. Procedure of masking value for each attribute is the following: 
 unmasked attribute value is converted into a sequence of characters 

ak= {c1, c2, c3, …… cq,}, 
 masked value view is: 

sk= {c1, ..cp, fp+1, …… fq,}, 
where part [0 – p] of characters remains unchanged. Remaining characters are replaced with random 
values from the domain to which original characters belong. Number of unmasked characters is 
determined by the parameter  

7. Since masked characters belong to the same domain as unmasked characters, masked values are 
converted into original value format. 

8. Repeat steps 2 - 7 for each table defined in step 1. 
 
Data masked using the proposed technique has the following properties:  
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 Preservation of the format and type of data. Initial data structure saving. For string type data this 
means saving of line length. Upper- and lower-case characters, vowels and consonant are in the 
same positions as in initial line. The masked number value has the same bit depth and sign as 
the unmasked one. Masking date and time data produces values in the correct ranges for day, 
month, year, and time. This property is one of the factors that ensure realism of the data.  

 Ability to leave some part of the original value unchanged.  
 Referential integrity. The masking technique maintains referential integrity between tables. 

Therefore, loading the masked data into the DW proceeds without errors.  
 Frequency distribution. In some cases, it is necessary to support a logical grouping of values. 

The technique allows you to save the elements of the data template, prohibiting the masking of 
a certain part of the data. If source data contains zip code, you can customize the masking 
procedure in such a way that the part of the index that determines, for example, belonging to a 
region or city, does not change. 

 Uniqueness. Masked values are unique, and masking the same value again produces a different 
result. 

Empirical research has shown that as the degree of masking increases (the parameter  decreases), 
difference between statistical properties of actual and masked values increases. As degree of masking 
decreases, statistical properties of masked data become close to the original. User can perform masking 
with  setting for both privacy and realism. 

 

5. Experimental study 

To test masking results, dataset containing 700 rows of sales and profit information, sorted by market 
segments and countries [17] was used. 

2 data masking variants were studied: 
 all sales data is masked ( = 0) 
 first digit of sales data is not masked ( = 1) 
Statistical characteristics were analyzed: 
 original and masked data 
 sales data grouped by months in both original and masked forms. 

5.1. Statistical analysis of masking results 

Samples were compared by testing hypotheses using Student's t-test. Null hypotheses of equality of 
means and variances of two sets of data were tested.  

Test results: 
 
Table 1 
t‐Test: Paired two sample for means results 

  No mask  = 0   No mask  =1 
Mean 169609,0718 222172,2758 Mean 169609,0718 175099,4411 
Variance 56039363321 1,00298E+11 Variance 56039363321 63814921540 
Pooled Variance 0,112643644 Pooled Variance 0,317907741 
t-Stat -3,724140007 t-Stat -0,50779584 
P(T<=t) two-tail 0,000211775 P(T<=t) two-tail 0,611756717 
t Critical two-tail 1,963363576   t Critical two-tail 1,963363576   

 

Table 2 
t‐Test: Two‐sample assuming equal variances results 
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  No mask  = 0   No mask  =1 
Mean 169609,0718 222172,2758 Mean 169609,0718 175099,4411 
Variance 56039363321 1,00298E+11 Variance 56039363321 63814921540 
t-Stat -3,517221888 t-Stat -0,419588714 
P(T<=t) two-tail 0,000450047 P(T<=t) two-tail 0,674850403 
t Critical two-tail 1,961662333   t Critical two-tail 1,961662333   

 

Test results allow to draw the following conclusions: 
 in the case of complete masking of sales data ( = 0), the hypotheses about equality of means 

and variances are rejected. Pearson's correlation value = 0.112. Correlation is practically absent, 
which makes it impossible to calculate unmasked values from masked ones. However, masked 
data characteristics differ significantly from masked data, and they are not suitable for BI 
analytical processing. 

 in case of partial masking of sales data ( = 1), hypotheses about the equality of means and 
variances are not rejected. Pearson's correlation value = 0.317. The values of the series are 
weakly related, which makes it impossible to calculate the unmasked values from the masked 
ones. At the same time, statistical characteristics of masked data quite reliably repeat 
characteristics of unmasked data, and they are suitable for analytical processing of BI. 

5.2. Statistical analysis of grouped data 

Grouping data is an important element of BI analytics. Masking should not interfere with trending 
when summarizing large amounts of data. 

 

 
Figure 3: Comparison of data grouped by months with different masking parameters 
 

Test results: 
 
Table 3 
t‐Test: Paired two sample grouped data for means results 

  No mask  = 0   No mask  =1 
Mean 7420396,891 10220037,07 Mean 7420397 7660601 
Variance 5,33867E+12 1,2601E+13 Variance 5,34E+12 6,25E+12 
Observations 16 16 Observations 16 16 
t-Stat 1,753050356 t-Stat 1,75305 
P(T<=t) two-tail 0,000165285 P(T<=t) two-tail 0,051593 
t Critical two-tail 2,131449546   t Critical two-tail 2,13145   

 

  
 



77 
 

Table 4 
t‐Test: Two‐sample grouped data assuming equal variances results 
 

  No mask  = 0    No mask  =1 
Mean 7420396,891 10220037,07  Mean 7420397 7660601 
Variance 5,33867E+12 1,2601E+13  Variance 5,34E+12 6,25E+12 
Observations 16 16  Observations 16 16 
t-Stat -2,64396268 t-Stat -0,28224 
P(T<=t) two-tail 0,012906186 P(T<=t) two-tail 0,7797 
t Critical two-tail 2,042272456   t Critical two-tail 2,042272   

 

 
Here one can also see that if the data is masked entirely ( = 0), then the hypothesis of equality of 

means and variance is rejected, and for a partially masked ( = 1) sample, the hypothesis of equality of 
means is not rejected, and the hypothesis of equality of variances is confirmed with a high probability.  

The graph clearly shows that by changing masking level parameter, it is possible to achieve a 
practical coincidence of trend lines (fig. 3). 

Results of the study suggest that the proposed masking method combines properties of blurring 
methods group with possibility to adjust level of masking. 

6. Conclusion 

Compared to other data protection tools, masking provides a unique opportunity because it can 
provide privacy and preserve complex data relationships and characteristics. No other data protection 
method provides these benefits at the same time. Masking reduces security risks with minimal impact 
on operations of BI systems. Data masking in non-production environment becomes more and more 
common. Integration of data masking infrastructure into the BI platform is under study, and currently 
main results are focused on the use of traditional methods for data masking that do not take into account 
usefulness of data. 

Using traditional masking technique in the BI platform is inefficient. Therefore, in this work, a 
masking technique with support for the usefulness of the data was proposed. The proposed technique 
identifies sensitive data and stores it securely in DW while providing usefulness of masked data. Data 
transformed according to the above technique can be used in non-production databases for such 
purposes as application testing, staff training and analytical processing. 
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