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Abstract  
Now a days Phishing is a mundane attack on gullible people by making them to disclose their 

personal information utilizing counterfeit URLs. The main purpose of Phishing URLs 

Detection by Machine Learning approaches is to give security and safety to the unique 

information like passwords of personal portals, personal information’s and online transactions. 

In Machine Learning techniques, various approaches are the puissant implements that have 

been used to grapple against phishing attacks. This paper consists of various Ma-chine 

Learning approaches which have been utilized for detecting phishing URLs. The best fitted 

approach has been derived and modified using another ML approach which is giving almost 

97% testing accuracy. This paper has shown that the precision, recall, f1-score and training-

testing accuracy have been calculated based on the confusion matrix for each applied approach. 

An interactive and responsive web frame work has been designed for making this project user-

friendly. Here, phishing domain characteristics have been explained in details and the features 

which distinguish these domains from anti-phishing domains. The phishing URLs within the 

body of the inputs are designed to make it appear that they go to the defraud organization 

utilizing that organization’s logos and other legitimate contents. 
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1. Introduction 

Security researchers are now concerned about phishing primarily due to the ease with which an 

authentically fraudulent URL can be forged that resembles legitimate URLs [1]. Phishers utilized the 

URLs which are visually homogeneous to authentic URLs. Phishing assailments are becoming 

prosperous because lack of utilizer cognizance [2]. To eschew blacklists assailers uses ingenious 

techniques to illude users by modifying the URL to appear legitimate [3]. Malefactors are endeavoring 

to convince online users to reveal passwords, account numbers, convivial security numbers or other 

personal information [5]. The URLs and their all features will be analyzed for detecting the phishing 

URLs. To evade extensive losses different authors had proposed to determine characteristic features of 

phishing emails. These features accommodate as inputs to statistical relegation techniques, which are 

then trained for identifying phishing URLs [7]. H. Huang et al. [2] suggested structure that determine 

the phishing use of page section similarity that fails macrocosmic assets spotter token to engender 

forecast CSS vogue is usually kept as objective pages by phishing pages [10]. This technique is 

proposed by S. Marchal et al. [2] to separate. On the inspection of genuine site server branch erudition 

phishing URL is dependent Mustafa Aydin et al. [2] proposed a relegation method to detect the phishing 

URLs and its URL features and survey subset predicted feature cull methods. Phish storm is a robotic 

system to detect that can examine in authentic time any URL [8]. Muhemmet Baykara et al. [2] 

Nominate an application which is kenned as not phishing clone it gives details about the spotting 

quandary of phishing and the way of spotting phishing URLs [6]. 
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2. Problem Statement and Proposed Solution 

As technology perpetuates to grow, phishing techniques commenced to progress expeditiously to be 

averted by utilizing anti-phishing mechanisms to detect phishing [9]. Phishing becomes a main area of 

concern for security researchers because it is not arduous to engender the unauthentically spurious URL 

which looks so proximate to legitimate URL [16]. Major drawback of previous technique is that it can't 

deter-mine ‘zero-hour’ phishing URLs attack. The most prevalent technique has utilized and this paper 

has shown that the best fitted algorithm has predicted the result correctly with the best accuracy. To 

develop best-fit model, programs are divided into their felicitous domains and subsequently categorized 

as phishing or legitimate. A classifier and a regressor method have been used. The regressor model has 

been giving the best accuracy than the classifier. Confusion matrix has been calculated for determining 

the best fitted algorithm based on precision, recall and f1-score. Page content inspection had been 

utilized by some strategies to surmount the erroneous negative quandaries and complement the 

susceptibilities of the stale lists. A toolkit has been developed to utilize as a platform for all the users. 

It will be acclimated to detect a given URL either phishing or not. The URL is engendered for all users; 

hence it must be facile to operate with and no utilizer should face any arduousness while making its 

use. The different features-based dataset makes up to be taken in the meantime of determining a URL 

as phishing [19]. The features for detecting and relegating of phishing URLs are as follows: Hypertext 

Markup Language and JavaScript based, Abnormal based, Address bar based, Domain based [9]. 

Machine Learning strategies, Natural Language processes, and other applied approaches are de-scribed 

further down in this paper. 

3. Dataset 

The dataset for detecting phishing sites has been taken from 

https://www.kaggle.com/taruntiwarihp/phishing-site-urls. The raw dataset contains 5,49,346 samples 

where 72% is for legitimate URLs and 28% for phishing URLs. The dataset consists of 5,07,195 unique 

samples out of total. Legitimate URLs have been labelled as ‘good’ and phishing URLs have been 

assigned as ‘bad’. In all, 2 instances have been utilized and there is none of which have a null value. 

The dataset embedding procedure has been used according to the natural language processing methods. 

Vectorization process has been used to transform the stemmed words into a vector form. This vector 

form has been engendered from the tokenized and stemmed dataset and the name of the URLs has been 

utilized as input after developing the model. 75% of the dataset has been utilized for training, while the 

remaining 25% has been utilized pristinely for testing. 

 

 
Figure 1: This figure consists of the numbers of some good and bad URLs which are used in the dataset 

4. Methodology 
4.1. Tokenization, Stemming and Joining Root Words 
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Tokenization is the process of turning a paramount piece of data into a desultory string of characters 

that has no consequential value. The tokenization process has been utilized to break a URL which is 

given as a string and then the given URL has been broken into some tokens. These tokens have been 

assigned as consequential value. The stemming process has been used for engendering morphological 

variants of these generated tokens. After generating the root words, 3 instances have been created to 

store the tokens and the root words in the raw dataset. These 3 instances are ’Tokenized_text’, 

‘Stemmed_text’, and ‘Sent_text’. In the below table, the processing time of tokenizing, stemming and 

storing have shown. Please, check Table 1. 

 

Table 1: Processing time of Tokenizing, Stemming and Embedding 

Tokenizing Time Stemming Time Joining Time 

4.609520400000001 sec 96.10180020000001 sec 0.4269779999999912 sec 

 

 
Figure 2: The process of Tokenization, Stemming and Root Words Extraction 

4.2. Embedding Root Words 

The extracted root words of both good and bad URLs have been embedded through word cloud. 

This word cloud visualization has been utilized for showing the root words. In the below figures, the 

output of both good and bad URLs has been shown. 

 

 
Figure 3: This figure consists of root words of 
Good URLs 

 
Figure 4: This figure consists of root words of 
Bad URLs 

4.3. Web Driver Automation for Hyperlink Extraction 
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Web driver automation tool has been used for mechanical testing of a sample of phishing URL. 

Instead of web browser, the web driver has been used for automatic testing. The relevant hyperlinks of 

this tested phishing URL has been extracted and plotted into a frame by feeding. 

 

 
Figure 5: This figure consists of the Data Frame of Internal Links for a phishing sample 

4.4. Vectorization 

Vectorization process has been utilized to transform a collection of text to a vector of token counts. 

This allows to conduct the cross validations for training and testing sets. Now the label and the vector 

form have been used in the process of splitting. These two parameters have been used for the model 

creation. Mainly two algorithms have used for creating the model. Further discussion has discussed in 

the result analysis part. 

 

 
Figure 6: This figure shows the process of Vectorization 

5. Result Analysis 

Logistic Regression and Multinomial Naïve algorithm are the probabilistic learning techniques that 

is mostly utilized in Natural language processing. The LR and MNB algorithms have been applied on 

the selected training dataset. 75% of total dataset has been already assigned for training purpose in 

dataset pre-processing. The training dataset has been fitted to both classifier and regression. The 

previous natural language processing methods are carried out with the avail of their respective classifier 

class and regression class. To expect the test state result, a confusion matrix has been plotted for each 

algorithm. To evaluate the accuracy, the confusion matrix (please, check Table 1.) has been utilized. 

The logistic regression (LR) has been giving 96.35% testing accuracy and the multinomial naïve bayes 

(MNB) algorithm has been giving 95.79% testing accuracy. Following that, the values for Actual Good 

- Predicted Good (True Positive), Actual Bad – Predicted Good (False Positive), Actual Good - 

Predicted Bad (False Negative), Actual Bad - Predicted Bad (True Negative) have been measured. 

Based on the value of these parameters, precision, recall, f1-score and training-testing accuracy have 
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been calculated accordingly for each algorithm (please, check Table 1.). Scikit-Learn pipelining 

algorithm is applied on the best fitted algorithm. Now again the parameters of splitting dataset have 

been changed. The vectorized instance has been changed and the name of the URLs instance has been 

placed over it. The train set has been fitted as per the previous process. This technique has been giving 

96.58% testing accuracy and the confusion matrix has been created according to those predicted and 

actual parameters. The final model has been dumped into a pickle file and load-ed it in the responsive 

and interactive web frame work. This model will work as a product key in the background of interface. 

 

Finally, the study has been committed the concept for further detection of phishing URLs strategies. 

The Logistic Regression has performed based in the terms of ACC, TPR/FPR, PPV and F1-Score when 

applying machine learning approaches to identify given URLs correctly. Multinomial Naïve Bayes 

algorithm has performed very well but given a lower accuracy than LR based on the confusion matrix. 

The Logistic Regression algorithm has provided the best accuracy during fitting the training dataset. 

However, the Logistic Regression has proved to be the most accurate in the end with 96.35% testing 

accuracy, the accuracy of pipeline is 96.58%. This most appropriate approach is pretty equal to this 

most exact value of LR. 

 

Table 2: Parameters of Confusion Matrix 

Actual-Predicted Predicted Good Predicted Bad 

Actual Good True Positive False Negative 
Actual Bad False Positive True Negative 

 
Table 3: Final Result of Precision, Recall and F1-Score for Both Algorithms 

Metrics Formula Result of Algorithms 

LR MNB Pipelining 
with LR 

Precision PPV = TP / (TP+FP) 98.78% 97.53% 98.77% 
Recall TPR = TP / (TP + FN) 96.25% 96.65% 96.54% 

F1-Score F1 = 2TP / (2TP + FP + FN) 97.50% 97.09% 97.64% 

 

 
Figure 7: Confusion Matrix of Logistic Regression Algorithm 
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Figure 8: Confusion Matrix of Multinomial Naïve Bayes Algorithm 
 

 
Figure 9: Confusion Matrix of Scikit-Learn Pipelining Algorithm 
 

 
Figure 10: Comparison of Testing Accuracy for Both Approaches 

6. Conclusion and Future Scope 

Thus, to summarize, the model had been visually perceived how phishing is a sizably voluminous 

threat to the security and safety of the web and how phishing detection is a paramount quandary domain. 

The model had been tested two Machine Learning approaches on the Phishing URLs Dataset and 
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calculated their results. Then the model had been culled the best algorithm predicated on its performance 

and built a Chrome Driver extension for detecting phishing URLs. The model had been detected 

phishing URLs utilizing Logistic Regression with and precision of almost ~97%. 

 

This paper aims to enhance detection technique to detect phishing URLs utilizing Machine Learning 

technology. In future, the model had been intended with Random Forest algorithm and black list method 

to build the phishing detection system as a scalable web accommodation which will incorporate online 

learning so that incipient phishing attack patterns can facilely be learned and amend the precision of 

our models. 
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