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Abstract
Bidirectional transformations have been studied in a wide range of application domains. In model-driven software engineering, they are required for roundtrip engineering processes. We present a pragmatic approach to engineering bidirectional model transformations that assists transformation developers by domain-specific languages, frameworks, and code generators and provides for conciseness, expressiveness, and scalability. We also discuss different variants of transformation development processes as well as their advantages and drawbacks.
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1. Background

Bidirectional transformations (bx) occur in different application domains, including e.g. databases, programming languages, and software engineering [1]. Programming bidirectional transformations in a conventional programming language is both laborious and error-prone: Both transformation directions have to be programmed separately, and consistency of forward and backward transformations has to be checked by testing.

In response to these problems, a wide variety of bx approaches have been developed in research [2]. In functional approaches, a bidirectional transformation is defined by a function operating in one direction; the opposite direction is derived automatically [3, 4]. In relational approaches, a bidirectional transformation is defined by a set of relations between source and target elements [5, 6]. In grammar-based approaches, a set of grammar rules defines consistent pairs of source and target models [7, 8].

A recurring theme driving bx research are roundtrip properties, also referred to as bx laws [9]. Roundtrip properties are constraints on the interplay of forward and backward transformations. The goal of many bx approaches consists in the construction of bidirectional transformations that are provably correct with respect to roundtrip properties.

However, our empirical evaluations [8, 10, 11] demonstrate limitations of bx approaches with respect to expressiveness, i.e., the capability to solve a given bx problem. These limitations follow from the conditions that transformations have to satisfy in order to guarantee roundtrip properties. Additional shortcomings were observed with respect to conciseness — the ability...
to provide for short solutions with respect to size metrics — and *scalability* — the ability to perform transformations efficiently on large data sets.

### 2. Contribution

Based on our experience gained from empirical evaluations, we have been developing *frameworks for engineering bidirectional model transformations* [12]. Our goal is to support transformation developers in the specification and implementation of bidirectional transformations in the context of *model-driven software engineering* [13]. Thus, the artifacts that are subject to transformations are *models* of software systems; the Eclipse Modeling Framework [14] serves as the underlying technological ecosystem. In particular, we focus on *roundtrip engineering* (e.g., between model and code), where the source model and the target model are considered as peers and updates may be propagated in both directions. While roundtrip properties are guaranteed to a certain extent, we have addressed primarily conciseness, expressiveness, and scalability.

In our work, bidirectional transformations share the following features: (1) Bidirectional transformations are *symmetric* inasmuch as source and target model are considered as peers (rather than asymmetric transformations, working on sources and views). (2) Each transformation execution is *directed*, i.e., it reads the source model and updates the target model (or vice versa). (3) Each transformation is *executed on demand* only (no live propagation of changes). (4) Transformations are *correspondence-based*, a correspondence model is stored persistently to allow for precise change propagations. (5) Finally, transformations are *state-based*, i.e., they rely on model states only rather than on operational deltas.

As illustrated in Figure 1, we provide a *layered approach* to developing bidirectional model transformations. This approach, which is called *BXtendDSL*, combines declarative with im-

![Figure 1: Layered approach to bidirectional transformations](image-url)
perative programming and is labeled as number 2 in Figure 1. Before, we briefly present its precursor BXtend [15], which entirely relies on imperative programming (number 3). Finally, we discuss a potential purely declarative approach (BXDSL), which is subject to current and future work (number 3).

2.1. BXtend

The acronym BXtend is composed from BX (bidirectional transformations) and Xtend, an object-oriented programming language that is based on Java [16]. The BXtend framework [15] provides an internal domain-specific language (DSL) for bidirectional transformations. An internal DSL offers an application programming interface in a host language; it is easier to implement than an external DSL and does not require the transformation developer to learn a new language. Xtend was selected as a host language because it offers high-level support for object-oriented, procedural, and functional programming.

Programming bidirectional transformations from scratch is laborious. BXtend reduces this effort considerably by providing a generic framework on top of which specific code for implementing transformation rules has to be written. The framework includes an implementation of a correspondence model as well as algorithms for incremental model transformations in both directions. The evaluations which we conducted so far confirm conciseness, expressiveness, and scalability. In the Families to Persons benchmark published in [8], the BXtend solution is the only one that passes all test cases. Furthermore, BXtend proves to be scalable. Even conciseness is reasonable although both transformation directions have to be programmed manually.

2.2. BXtendDSL

The BXtend framework shows two shortcomings: First, a transformation definition written in the BXtend internal DSL contains redundant code, i.e., similar code fragments in forward and backward direction. Second, roundtrip properties may be ensured by testing only. In response to these problems, we developed BXtendDSL [12, 17] that adds a declarative layer on top of the imperative layer. At the declarative layer, the transformation developer specifies the transformation in a purely declarative language (reflected in the suffix of the acronym); here, we decided to provide an external DSL with a short and intuitive syntax. After code generation, the transformation developer employs the internal DSL to complete the transformation definition.

The external DSL is a small and light-weight relational language that is based on rules describing relations between corresponding source and target patterns. Intentionally, the DSL is computationally incomplete: In all of the transformation cases that we have studied so far, the declarative code needs to be supplemented with imperative code that offers the required flexibility to solve the transformation case at hand. In this way, the external DSL can be kept small, avoiding the reimplementation of functionality that is available in the BXtend internal DSL anyway. Accordingly, code generation is partial, as e.g., in the EMF code generator [14], which generates incomplete code from a structural metamodel.

In the external DSL, a transformation is defined by a sequence of rules that may depend on each other. The DSL allows to declare \(m : n\) dependencies between source and target objects, as well as \(m : n\) dependencies at the level of structural features (attributes and references).
Furthermore, the transformation developer may define extension points that have to be filled with imperative code if the mapping cannot be handled by generated code alone.

Furthermore, the external DSL guarantees roundtrip properties under certain restrictions. Roughly following [18], correctness means that a transformation restores consistency among the participating models, and hippocraticness implies that models that are already mutually consistent are not updated. Correctness and hippocraticness are guaranteed under well-behavedness conditions that are defined by means of OCL [19] constraints on transformation definitions in the declarative DSL.

Our benchmark evaluations [12] reconfirm conciseness, expressiveness, and scalability. Compared to BXtend, both expressiveness and scalability are not affected adversely. Furthermore, solutions in the layered framework (comprising the manual code written on both layers) are considerably more concise than the corresponding BXtend solutions (and solutions in other tools/languages).

2.3. BXDSL

BXtendDSL offers two main advantages over BXtend: conciseness and guarantee of roundtrip properties (under well-behavedness conditions). However, it exhibits two shortcomings: First, the transformation developer has to switch between different levels of abstraction. Second, the well-behavedness conditions are restrictive; each of the transformation cases we have studied so far violates at least one of these conditions, implying the need for imperative programming. Thus, the question arises whether it is possible to design a declarative language (with the fictitious name BXDSL) that is computationally complete (and thus does not require imperative code as a supplement) and relaxes the well-behavedness conditions such that a wider range of transformations can be specified that are provably correct.

So far, we have not achieved these goals. Currently, we are working on an extension of BXtendDSL so that more work can get done at the declarative layer [20]. However, the new language version is not powerful enough to solve bx transformations completely, and still requires complementary imperative code, thus retaining the layered approach described above. Based on the experiences we have gained so far in bidirectional transformations, we consider it unlikely that a single bx language may be designed that guarantees round-trip properties without restrictions on the use of the language. Furthermore, the fictitious language would have to include unidirectional language constructs, as they are already present in BXtendDSL and were proposed e.g. in [21] as extensions to the relational bx language QVT-R [5].

3. Conclusion

In this paper, we summarized our research in the bx domain. Our approach aims at engineering bidirectional model transformations by offering domain-specific languages, frameworks, and code generators. In this way, we intend to reduce the amount of work that transformation developers have to invest. Our main focus lies on the quality attributes conciseness, expressiveness, and scalability. We also discussed different variants of transformation development processes. So far, we consider the layered approach of BXtendDSL the best choice in terms of conciseness, expressiveness, and scalability. Altogether, our research complements other bx
research that primarily focuses on roundtrip properties and provably correct transformations. These issues have been addressed to a limited extent in BXtendDSL, as well, but have not been the major driving force of our research, which rather follows the modest goal of making the life of bx transformation developers easier.
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