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Abstract
Cyber-Physical Systems (CPS) are dynamic systems in which hardware and software components
are interconnected and currently they are one of the most fundamental element of the Industry 4.0.
Commonly, since the original CPS is not available for experiments, it is adopted a model of the CPS
under analysis in order to execute realistic simulations on it by means of particular tools and techniques.
Considering that the aim of such models and their simulation is to reproduce a real system having its
authentic behavior, it is pertinent to assume that various com- ponents may be impacted by various
type of uncertainties. It is relevant to take these latter into account as they may affect the system to
dif- ferent extents due to both the selected configuration and the simulation scenarios. The analysis of
CPS signals allows the comprehension of the relationships that determinate the behavior of the entire
system. When uncertainties occur, according to the chosen scenarios and context, the outcomes of
simulations may be very different numerical values from the ones obtained as results of simulations
without uncertainties. Nev- ertheless, in case of a CPS having high variability and configurability, the
simulations with additional uncertainties are particularly complex to be elaborated and analyzed. Given
a set of scenarios, the pursued pro- cedure inspects the validation of possible cross-configurations, in
order that the solution contains sets of appropriate configurations that takes into account both the CPS
and the uncertainties.
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1. Introduction

Cyber-Physical Systems (CPS) are denoted by the combination of physical and computational
processes whose design is profoundly integrated between the cyber component and the physical
one. In addition to this and conversely to desktop computing, wireless sensor network, as well
as standard embedded/real-time systems, CPS have some specific characteristics including: 1)
adaptive abilities (e.g. dynamic reconfiguration), 2) automation (e.g. advanced feedback control),
3) reliable operations (e.g. certified activities in terms of safety and security), 4) complex and
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various spatial and temporal scales (i.e. CPS execution is bounded by spatiality and real time), 5)
scalability, 6) limited resources and the presence of the software in each physical component and
embedded system [1]. CPS can concern various domains including aerospace [2], automotive
[3], avionic [4], healthcare [5], transportation [6], industrial production [7, 8], environmental
[9], UAV [10] etc. Despite the domains to which a CPS can belong, commonly all these kind of
systems have elements of variability, which, for the context of this work, refers to presence of at
least one component that is not the same of the original CPS. Various CPS have to to deal with
multiple contexts that incorporate new customer requirements and changing environmental
conditions. Each time that an unseen context occurs, the development of a new variant of
a system totally from scratch becomes costly and inefficient. Normally a better adaptability,
compliance and economies of scale, can be gained by engineers inserting variation points in the
system, in order that the latter can then be adjusted to specific new contexts. Consequently
Variability-Intensive Systems (VIS) is the name of such systems. VIS include a huge class
of systems that can result into multiple variants including software product lines ([11]) and
configurable systems ([12][13]). The notion of variability refers to all the way in which the
variants are dissimilar, comprising, for instance, a variable having a different value. Commonly
these variation points are known as features, and as parameters in software product lines
and in configurable systems respectively. Considering the selected scenarios, engineers have
to develop, deploy and run adequate variants of their VIS, to provide the satisfaction of the
requirements. To pursue this aim, they commence the development of a configuration process
in which the configuration parameters (i.e. the variation points) of the VIS are set to precise
values to get the appropriate variant ([12][14]. In various embedded systems (i.e. real-world
cases), the variability has an impact on the behaviour of the system in multiple fashions. As
consequence of this situation, it is not banal to evaluate the variants taking into account the
expected requirements. It is more evident in large systems (i.e. system with various sources of
variability) how the presence of variability affects the system behavior. Typically variability in
taken into account only in huge systems, however in some cases it could be essential to monitor
also the one related to small systems as computationally even this one could become extremely
expensive to be analyzed, depending on the specific contexts and scenarios. This raised the first
three research question: RQ1) Given a scenario, is it fundamental to monitor the effect
of variability even in small systems? RQ2) What is the total size of configuration space
composed by multiple small configuration systems and their scenarios? RQ3) Can we
reduce this complex configuration space to a smaller step of solutions? Additionally to
what aforementioned, the injection of variability may get in an intractable situation because of
the exponential computation due to many millions of variants ([15]). Moreover considering that
VIS may belong to several domains, the identification of adequate variants is even more complex
due to the presence of multiple constraints and criteria to be taken into account. Furthermore
the selection of the appropriate variant becomes even more challenging when uncertainties
(e.g. noises, disturbances, etc.) occur. This is due to the fact that the requirements of the system
should be satisfied with the highest probability in the majority of contexts ([16][17]) but in these
situations the system behaves unpredictably. From this, our second research question is: RQ4)
Do the identified best configurations remain valid in the presence of uncertainties? As
consequence of the presence of uncertainties and configurability, to validate each configuration
it is useful to monitor if they had an impact on the success of the mission taking into account



the requirements. From here, the fifth research question is: RQ5) Given a set of scenarios,
can we identify the optimal configuration wrt the budget and the desired assurance
level? In VIS the variability can be related to the design-time and the run-time. At design-time
engineers have already stated the definition of the requirements, so the purpose is to detect
which variants of their VIS are more likely to satisfy the requirements in the best possible way
and then which ones should be developed/deployed. At run-time, unpredictable changes in the
environment are present to have an impact on the already running system (i.e. a specific variant
of the VIS). To verify that the requirements are still satisfied in spite of the mutable ambient
situations, engineers have to reconfigure the system, i.e. swapping the latter from a variant
to another one by changing the value of its configuration parameters during its execution.
This is why the development of an approach that can manage this two kind of variability is
complex, and this brings the sixth research question: RQ6) Do the identified configurations
remain valid taking into account both the design-time and run-time variability? The
preliminary work introduces in this paper is targeted on the analysis Cyber-Physical Systems
(CPS) [18, 19] with high variability and intensity, and their related behavior in presence of
variability concerning parameter configurations and uncertainties. The aim of the research is to
help engineers to investigate all the possible and appropriate configuration alternatives at both
design and run-time wrt the scenario, the mission, the assurance level, and the budget. This
raised the seventh research question: RQ7) Given a set of scenarios, an assurance level, a
budget whose expenditure must be minimised, is the identified configuration the same
for both design and run-time? Taking into account that this type of analysis is extremely
time consuming as based on highly realistic simulations and models, this is the eighth research
question that has been identified: RQ8) Is it feasible to develop an approach to reduce the
computational time related to the simulations? To answer to all these research questions
we modeled a set of scenarios, uncertainties, and a system based on UAV, more precisely on
swarm of drones, which are extremely critical and are intensively susceptible to environmental
perturbations. In general as a consequence of their critical missions it is essential that CPS
behave appropriately and do not act unexpectedly even in case of uncertainties. This is why
the design, construction and verification of such systems are significant phases throughout
which quality should be confirmed. However these phases are challenging due to the difficulty
to represent and reproduce the various and complex system-world interactions [20, 21, 22]. The
quality is an also a fundamental component to be demonstrated as it concerns the satisfaction
of various safety industrial standards (e.g. ISO). Taking into account a mission and a scenario
the satisfaction of safety standards (i.e. the quality) is the core component to develop a system
that could exists in reality. CPS engineers typically rely on simulations and related platforms,
such as MathWorks’ software products (e.g. MATLAB, Simulink, etc.), to prepare and assess
candidates designs for their system. MATLAB and Simulink are de-facto industry standard
[23][24] well known by engineers. MATLAB is a programming language as well as the tool
that contains Simulink, an environment based on block diagrams which permits the modeling
and simulations of dynamical systems. The case study we modeled can be customized to run
extra experiments in an uncomplicated way. The framework developed to perform preliminary
analysis and experiments is easy-reusable and extendable. Such framework and the model
are also totally developed adopting the notorious MathWorks software products, so it is not
necessary to engineers to gain expertise with extra frameworks.



2. Research Methodology and Approach

The principal aim consists in the identification of the best configuration in terms of accom-
plishment of the mission, the scenario, the possible presence of uncertainties, the assurance
level, as well as the costs that have to be minimized. In addition to this we investigated if the
injection of various kind of uncertainties lead to a change of the configuration wrt the same
scenario in which uncertainties are absent. Furthermore we analyzed if the choice of the type
(i.e. the quality) of drones have a major impact on the success of the mission or if the latter
depends on the amount of drones in swarms, or if such kind of selection depends on the specific
scenarios. To reach such an objective, we modeled a case study based on a swarm of drones
in which each drone has two features related to the nature of the battery and the radio. Both
of these features can have three different values (i.e. top, medium, low) which represent the
quality of that component. For example, a top battery has a higher capacity than the other ones,
and a top radio affects to a lesser extent the batteries. Internally the radio has two modules
namely the transmission and the reception ones. This latter is modeled to be always on and
has a limited impact on the battery. Conversely to this the transmission module consumes
more battery and it is designed to be active only for the first 5 seconds of the simulations. The
reason of this is to represent the fact that at the beginning of simulations ideally drones are
receiving the coordinates related to the initial position of the target, and drones are supposed to
send back an ”ack” signal. If at least a drone of the swarm reaches the target, the mission is
accomplished. To prevent collisions, the target is considered reached if a drone reach it having
a meter of distance. The target is always present and unique. In addition to this it can be
fixed, or in movement adopting a random motion, depending on the considered scenario. If
a drone is almost out of battery, it lands. Drones do not communicate each other, and in the
swarm there is not any ”leader” drone. The modeled arena has fixed dimensions, and on it the
first drone of the swarm spawns in a random location. According to this position all the other
drones spawn randomly in a range of 3 meters. The reason of this choice is to prevent drones
to be located in positions that are too far from each other, as in this way the perception of the
swarm would be lost. All the drones spawn at the same time and they all have anti-collisions
mechanisms [25]. The target spawns in a random location having the constraint to appear in the
opposite part of the arena wrt the swarm position. This is due to prevent to have simulations in
which the swarm and the target are too close or even overlapped, as this would have get an
unnecessarily over-complicated analysis of the behavior of the swarm, drones battery, etc., to
avoid to have unrealistic scenarios, as well as to force the swarm to pass through a group of
obstacles. In some scenarios in fact it has been modeled a group of 50 obstacles that spawns in
random locations of the arena. If present, obstacles can be fixed or moving having a random
motion. Both the target and the obstacles do not change their dynamics: if they are fixed,
they remain stationary for the entire simulation, and vice-versa in case they are moving. The
drones have the same anti-collision approach also wrt to the obstacles but such condition is
not mutual. In case of scenario with enabled faults, both the modules of drones radio may be
disabled/activated in multiple moments and time ranges during simulations. Faults are modeled
as a Markov Chain [26][27] having 2 states and equal probability on all the edges. The two
states of the Markov Chain represent the correct/incorrect behavior of the system, and at every
second of the simulation a state transition may occur. Faults affect the behavior of the radio



(e.g. the transmission module of the radio may be enabled for various unnecessary moments
and this affects the level of the battery). As additional forms of uncertainties white noises [28]
and random gusts are modeled on drones thrusters, and on drones trajectories respectively. If
enabled, uncertainties are present for all the drones of the swarms. In order to have a symbolic
representation of the costs for the swarm, we applied 8, 5, 2 for the batteries and 3, 2, 1 for the
radio, where the higher numbers represent the top quality. We decided to assign higher values
to the battery as empirically we noticed that it is the most relevant element that characterize
the quality of the drone wrt the success of the mission.

3. Preliminary Results

The swarm of drones is entirely modeled adopting MATLAB as programming language, and
the simulations are performed in MATLAB environment. Such simulations are the Monte
Carlo ones [29][30][31]. In our evaluations we considered as negligible the random locations
in which drones spawn, the one of the target, as well as the ones of obstacles if these latter
are present. We also considered irrelevant the possibility that multiple drones arrive close to
the target at the same time and that there will be a consequent effect on motion due to the
anti-trajectory approach. The assurance level that we decided to consider is 96%, which means
that the discovered configurations ensure that at least a drone of the swarm reaches the target
with that probability. To answer to RQ1) we empirically proved that even for small systems
having just two features, it is fundamental to monitor the variability as the latter may have
a decisive impact on the accomplishment of the mission (i.e. reaching the target), expecially
when in the swarm there are few drones. In addition to this, in general the total effect of
such small systems is embedded in complex scenarios which further increase the variability
management. Pondering that drones can have 9 different configurations, the mix on the quality
of battery and radio, the considered maximum amount of drones in the swarm that we took
into account for our preliminary experiments which is 9, all the possible scenarios in terms of
type of target, obstacles, and uncertainties, the total size of configuration space is 12264 and
this is the answer for RQ2). About the RQ3), it is possible to reduce the complex configuration
space to a smaller one only when in the swarm there are drones of the same type (e.g. only
top quality drones), but even if such kind of configurations would accomplish the mission
having the aforementioned assurance level, one of the main goal of this work consists in the
identification of suitable configurations that minimize the costs and satisfy the requirements in
terms of the success of the mission and the assurance level. The selection of a swarm composed
exclusively by top drones would not permit the costs to be minimized as trivially low-medium
quality drones are less pricey. For all the scenarios we discovered in fact configurations that
allow to save the budget maintaining the same assurance level on the success of the mission.
On RQ4) for each scenario we determined that only a type of uncertainties had an impact on
the choice of the configuration of the swarms. For instance we discovered that in no scenario
moving obstacles, noises and faults lead to a change of the configuration, namely considering
two versions (i.e. with and without noises and faults) of the same scenario, the identified
configuration remains the same, conversely to scenarios in which gusts are present. If these
latter are enabled we discovered that for any scenario it is essential to have better quality drones



in order to accomplish the mission. The enhanced quality of drones is not a valid solution in
every case, in fact performing experiments we determined that the main element that affect
the configuration selection configuration is related to the presence of the mobile target. In
such kind of scenario the best configurations have an additional amount of drones. So the two
identified solutions to mitigate with uncertainties (i.e. gusts and the aleatoriness related to the
random motion of the target) are not equivalent. For each scenario when the gusts are present
on average the costs increases by 5, and it increases by 7 in case of moving target. To answer
RQ5) for all scenarios we have identified the configuration that satisfies the assurance level,
minimize the costs wrt the budget, permits the success of the mission. None of these identified
configurations include a swarm with all top drones or with the maximum amount of drones
that for the considered preliminary experiments is 9. RQ6), RQ7), RQ8) are part of future
development. Some threats to the validity of the current work include the fact that in order to
evaluate our results we performed 50 Monte Carlo simulations for every cross-configuration
on swarms and the scenarios. Despite all the identified configurations have 96% as assurance
level in terms of success of the mission, we cannot state if the same configurations would have
been selected performing further Monte Carlo simulations. In addition to this, even if we run
very realistic simulations, we did considered yet simulation with specific ISO standards, so we
cannot state if these design choices could be applied in reality (e.g. due to constraints related to
standards, etc.) for the scenarios taken into account. The purpose of this preliminary work was
to show the existence of a huge variability space even in small systems like drones, and that
such variability can become even more challenging to be evaluated due to the complexity that
grows up exponentially when combined with additional small systems (i.e. the swarms) as well
as in realistic scenarios. This is why also variability related to small systems have to be deeply
analyzed and investigated. Moreover as contribution we modeled a case study including the
model, uncertainties and a set of scenarios, which can be customized and extended, as well as
a framework that can be easily tailored for additional models and re-used for further type of
experiments and analysis. It will be part of future work to validate the experiments considering
various safety standards, different simulations settings, as well as additional missions, scenarios
and run-time variability.

4. Preliminary Results

The swarm of drones is entirely modeled adopting MATLAB as programming language, and
the simulations are performed in MATLAB environment. Such simulations are the Monte
Carlo ones [29][30][31]. In our evaluations we considered as negligible the random locations
in which drones spawn, the one of the target, as well as the ones of obstacles if these latter
are present. We also considered irrelevant the possibility that multiple drones arrive close to
the target at the same time and that there will be a consequent effect on motion due to the
anti-trajectory approach. The assurance level that we decided to consider is 96%, which means
that the discovered configurations ensure that at least a drone of the swarm reaches the target
with that probability. To answer to RQ1) we empirically proved that even for small systems
having just two features, it is fundamental to monitor the variability as the latter may have
a decisive impact on the accomplishment of the mission (i.e. reaching the target), expecially



when in the swarm there are few drones. In addition to this, in general the total effect of
such small systems is embedded in complex scenarios which further increase the variability
management. Pondering that drones can have 9 different configurations, the mix on the quality
of battery and radio, the considered maximum amount of drones in the swarm that we took
into account for our preliminary experiments which is 9, all the possible scenarios in terms of
type of target, obstacles, and uncertainties, the total size of configuration space is 12264 and
this is the answer for RQ2). About the RQ3), it is possible to reduce the complex configuration
space to a smaller one only when in the swarm there are drones of the same type (e.g. only
top quality drones), but even if such kind of configurations would accomplish the mission
having the aforementioned assurance level, one of the main goal of this work consists in the
identification of suitable configurations that minimize the costs and satisfy the requirements in
terms of the success of the mission and the assurance level. The selection of a swarm composed
exclusively by top drones would not permit the costs to be minimized as trivially low-medium
quality drones are less pricey. For all the scenarios we discovered in fact configurations that
allow to save the budget maintaining the same assurance level on the success of the mission.
On RQ4) for each scenario we determined that only a type of uncertainties had an impact on
the choice of the configuration of the swarms. For instance we discovered that in no scenario
moving obstacles, noises and faults lead to a change of the configuration, namely considering
two versions (i.e. with and without noises and faults) of the same scenario, the identified
configuration remains the same, conversely to scenarios in which gusts are present. If these
latter are enabled we discovered that for any scenario it is essential to have better quality drones
in order to accomplish the mission. The enhanced quality of drones is not a valid solution in
every case, in fact performing experiments we determined that the main element that affect
the configuration selection configuration is related to the presence of the mobile target. In
such kind of scenario the best configurations have an additional amount of drones. So the two
identified solutions to mitigate with uncertainties (i.e. gusts and the aleatoriness related to the
random motion of the target) are not equivalent. For each scenario when the gusts are present
on average the costs increases by 5, and it increases by 7 in case of moving target. To answer
RQ5) for all scenarios we have identified the configuration that satisfies the assurance level,
minimize the costs wrt the budget, permits the success of the mission. None of these identified
configurations include a swarm with all top drones or with the maximum amount of drones
that for the considered preliminary experiments is 9. RQ6), RQ7), RQ8) are part of future
development. Some threats to the validity of the current work include the fact that in order to
evaluate our results we performed 50 Monte Carlo simulations for every cross-configuration
on swarms and the scenarios. Despite all the identified configurations have 96% as assurance
level in terms of success of the mission, we cannot state if the same configurations would have
been selected performing further Monte Carlo simulations. In addition to this, even if we run
very realistic simulations, we did considered yet simulation with specific ISO standards, so we
cannot state if these design choices could be applied in reality (e.g. due to constraints related to
standards, etc.) for the scenarios taken into account. The purpose of this preliminary work was
to show the existence of a huge variability space even in small systems like drones, and that
such variability can become even more challenging to be evaluated due to the complexity that
grows up exponentially when combined with additional small systems (i.e. the swarms) as well
as in realistic scenarios. This is why also variability related to small systems have to be deeply



analyzed and investigated. Moreover as contribution we modeled a case study including the
model, uncertainties and a set of scenarios, which can be customized and extended, as well as
a framework that can be easily tailored for additional models and re-used for further type of
experiments and analysis. It will be part of future work to validate the experiments considering
various safety standards, different simulations settings, as well as additional missions, scenarios
and run-time variability.

5. Work Plan

As future directions for the project, the idea is to answer to all the research questions performing
experiments on additional systems, including the ones belonging to other domains, such as
swarms of Cubesats having different roles and characteristics for specific missions as well as
group of aircrafts, etc. Considering the modeled case study we plan to validate experiments wrt
to various specific safety industrial standards, additional missions and scenarios, and different
uncertainties. We also plan to run experiments to identify the best configurations also wrt
KPIs such as the final level of battery when the target is reached in order to evaluate the
configurations also according to further criteria that can be considered relevant for specific
missions (e.g. if the goal is to get to the target and then to come back at the starting point, the
level of battery when the target is reached, is a relevant KPI). About the target the presence of
multiple targets will be modeled as well as the addition of a ”leader” drone that will be in charge
to reach one or more targets. Moreover additional missions design will include the presence of
swarms having more drones, as well as the adoption of other motions for the target and the
obstacles.In furtherance of this, for example, if the leader drone has some faults, the swarm can
be reconfigured to have a new leader, as well as if any ”non-leader” drone is closer to a target
than the current leader. This is what we plan to develop to answer to RQ6 as well as to compare
our approach with the already existing ones.On RQ7, in addition to the modeling of missions
and scenarios in which run-time configuration will be included, we plan to adopt simulations
based on the Empirical Bernstein Stopping Algorithm [32]. In this way for each scenarios
simulations will be automatically stopped by the algorithm when the suitable configuration will
be identified rather than after an a-priori defined about of runs. This in conjunction with the
consideration of ISO standards will solve the aforementioned threats to the validity. Concerning
RQ8), currently it is under development an approach based on simulation snapshots. The plan
consists in establishing similarity thresholds that monitors the values of variables belonging
to different configurations, if these values are equal or less than the established threshold, the
simulation is stopped. Since simulations are extremely time consuming, the idea is to avoid to
run entirely all the simulations related to configurations that are too similar and at the same
time to explore all the configuration space. For the following months this will be the adopted
working plan: Sep.-Oct. : enhancement and automatization of the snapshot approach Nov.-Dec.
: experiments and comparison with other approaches. Jan.-Feb. : experiments on additional
models (e.g. industrial models belonging to other domains or multi-domains, etc.) and adoption
of safety standards Mar-Apr. : addition of further scenarios, missions, adoption of different
simulation setting. May-Jun. : to run experiments on run-time variability and comparison with
other approaches for such type of systems.



6. Related Work

All of the following works make use of MathWorks Software Products for variability modeling,
but they mainly address the system configurability and do not consider any uncertainties. Alalfi
et al. [33] have empirically derived five variability operators for Simulink models. Leitner et
al. [34] have enhanced the variability by adopting layers of abstractions and an extra binding
time for Simulink models. According to the survey elaborated by Berger et al. [35] as many
as 38% of respondents have used a home-grown domain-specific tool, including Simulink, to
perform activities related to the variability modeling in industrial practice. Schlie et al. [36]
proposed an holistic approach for the reeingineering of an entire Simulink model portfolio into
a single variability model. Schulze et al. [37] described the problem of intermixing of various
function variants with the variability switching logic adopting a Simulink model. Arrieta et al.
[38] proposed a methodology for mutating configurable Simulink models where their variability
is expressed as feature models. Finally, Haber et al. [39] applied the method of delta modeling
[40] to the Simulink environment in order to obtain a modular and flexible variability modeling
approach suitable for Simulink models.Regarding the use of Simulink and thus also MATLAB
as tools, authors such as Bressan et al. [41], who developed a tool for specifying variability in
safety-critical systems and which can produce the correct system configuration models. On the
modeling of swarms of drones adopting MATLAB, Soria et al. [42] modeled a swarm analyzing
some performances, however they do not consider uncertainties and different kind of drones.
Lee et al. [43] designed endogenous paradigms to monitor effects on the increased degree
of freedom on a swarm. Quesada et al [44] adopted fuzzy logic theory for the generation of
leader-follower behavior in a swarm. Other related works are those regarding the application
of software product line (SPL) methods [45] to CPS. The SPL engineering paradigm promotes
systematic reuse and a-priori identification of variation points in order to make the development
of software variants more effective. Our work does not try to adapt SPL to CPS models in the
UAV field but uses MATLAB, a notorious tool already used in both SPL and the UAV domain, to
model and analyze the effect of variability using a cross-configurations approach. To the best of
our knowledge, there are not other methods oriented to the analysis of the configuration of
both CPS elements and uncertainties, because all the surveyed approaches focus only on the
first one. On run-time and Software Product Lines Cetina et al. [46] performed an evaluation
about reconfigurations and related reliability-based risks, more precisely, the availability and
the severity. Van der Hoek [47] developed an infrastructure with which variabilities can be
specified at design time, but resolved at any time thereafter. Gomaa and Hussein [48] delineated
a methodology based on architecture patterns to design software reconfiguration patterns. The
State-of-the art on Behavioural Verification of VIS include Model checking [49] that represent
one of the most notorious technique to analyse system behaviour wrt requirements. Typically, it
takes as inputs a state machine (i.e. an executable model of the system) to be verified and a logic
formula that contains the requirements that the system is expected to satisfy, and it outputs
false and counterexamples if the executions of the model did not satisfy the logic formula, true
otherwise. The model-checking problem for VIS is, more complex than for single systems since
each variant must be verified wrt the formula [50]. A possible solution consists in adopting
a single-system model checking to all the variants in a separate way. These procedures are
called product-based in the software-product-line jargon [51], but due to their monitor of each



variant individually they may lead to the exponential blow-up induced by variability. To avoid
this complexity, family-based [51] model-checking approaches were developed [50][52]. Their
objective is based on the decrement of the verification effort by taking into consideration the
commonalities that are present in multiple variants. The analysis is executed on each variant at
the same time, using approaches such as late splitting and early joining to check only once a
(part of) execution common to multiple variants. In this way they decrement the exponential
blow-up, despite it can still be present [53][54]. Feature-based model checking[55] [56] is based
on the same aim of avoiding computations that are not indispensable. These approaches consider
that variation points are compositional and decrease the analysis of one variant to the individual
analysis of its variation points. This consideration is valid only for VIS that are structured in
particular fashions and do not generalize. Family-based and feature-based approaches were
taken into account to analyse the behaviour of stochastic VIS [16][17], but they are not scalable
or they have strict assumptions on how variation points can affect the system, and this is valid
only in few particular cases. Sample-based methods are the trade-off between the product-based
and feature-based ones [51] [57]. They analyse variants separately but they consider also a
degraded form of compositionality across features such that the results for the sampled variants
can facilitate the inference of the characteristics of the non-sampled ones. Such goal is reached
since the behaviour of variants that are not known is already considered by the ones that are
known or via extrapolation based on prediction models [58][59][60].
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