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Abstract

The work of this thesis focuses on providing reconfigurable multi-accelerator systems with the ability
to self-adapt at run-time to the conditions and requirements of an IoT environment in a way that
is transparent to the user. To this end, we have been working on an offline characterisation of the
power consumption and performance of this type of systems through the development of a monitoring
infrastructure and the production of predictive models based on machine learning techniques, obtaining
very promising results. Currently the development is focused on converting this characterisation into
an online modeling that allows, together with an already developed management infrastructure, to
evaluate and validate this approach in a realistic test environment, and in the future we will work on
the development of virtualization techniques for reconfigurable multi-accelerator systems that allow
sharing the hardware among multiple tenants and applications, managing resources in an optimal and
transparent way for the user and guaranteeing the performance, privacy and security of the system.

Keywords
Multi-Accelerator Systems, Reconfigurable Computing, Machine Learning, System Modeling, Virtualiza-
tion ceuTechniques

1. Motivation and Objectives of the Thesis

The goal of this thesis is to develop design methodologies, support tools and decision making
algorithms to provide reconfigurable multi-accelerator systems with the ability to adapt au-
tonomously and at run-time to varying application conditions, environment and input data, in
a transparent way to the user. Thanks to this self-adaptation capability, FPGA-based systems
can be used as accelerators capable of handling computational requests from sensors or devices
at the edge of the Internet of Things (IoT). This mechanism, known as computing offloading,
allows processing to be brought closer to the points where the data is produced, offering higher
processing performance, greater privacy, lower latency and lower power consumption than of-
floading to a remote cloud [1, 2]. Therefore, a scenario arises in which FPGA systems offer their
processing power to the network, which is referred to as Acceleration-as-a-Service (AaaS) [3].

In order for FPGA-based systems to operate in this type of scheme, two problems have been
identified: the decision making to optimally manage the available reconfigurable resources,
as well as the virtualization of the FPGA’s logical resources, thus isolating the application
developer from the low-level details of the reconfigurable device used.
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1.1. Real-Time Modeling and Management of Reconfigurable
Multi-Accelerator Systems

The inclusion of hardware accelerators in processing systems allows to improve their perfor-
mance, both in terms of execution time and energy efficiency [4, 5]. In case multiple accelerators
coexist to run one or multiple applications, we will speak of multi-accelerator systems.

In case all possible tasks to be accelerated in hardware are known in the design stages, they
can be simulated and modeled analytically as part of the Design Space Exploration (DSE) process.
However, in the computational offload scenarios detailed above, the hardware accelerators
that will be required throughout the lifetime of the system cannot be known, nor the instants
of time at which they will be demanded by the various network edge elements, as these will
vary their behavior based on the data received or environmental conditions. For this reason,
reconfigurable multi-accelerator systems working in this type of scenario must be able to adapt
dynamically, ensuring that the system is always working at its optimum point, both from the
perspective of energy consumption and throughput achieved.

In order to optimally manage the reconfigurable resources available, it will be necessary to
model each of the system’s accelerators beforehand. However, the modeling of the accelerators
using analytical techniques is extremely complex, since each accelerator in execution will
interfere with the others, due to the fact that there are shared elements, such as memories,
controllers or communication buses within the chip. Therefore, each combination of accelerators
must be characterized.

This is why this thesis proposes the development of models of multi-accelerator systems
using machine learning algorithms. These models should be updated with the data produced by
the execution of new combinations of accelerators or even new accelerator functionalities. On
the other hand, a monitoring infrastructure will be designed to allow run-time performance
and power consumption measurements in this type of systems, using such data to train the
aforementioned models.

Based on the extracted models, machine learning based decision making algorithms will also
be proposed, which will be able to select the optimal working point of the system at any given
time for a given configuration. The metrics obtained will be fed back to the models, to provide
them with the ability to be incrementally updated, so that the reconfigurable multi-accelerator
systems can dynamically adapt to the changing conditions of the environment and possible
unforeseen configurations.

1.2. Support for Reconfigurable Multi-Accelerator System Virtualization

FPGAs have gained a lot of importance in recent years in the world of cloud and edge computing
due to their flexibility, high performance and low power consumption [1, 2]. Moreover, unlike
other computing platforms such as CPUs and GPUs that feature a fixed architecture, FPGAs
can adapt their architecture to the requirements of any algorithm due to their flexible hardware.
FPGA hardware can be reconfigured to obtain both spatial and temporal parallelism on a large
scale. As a result, FPGAs are high performance and energy efficient computing platforms, which
is key for edge or cloud computing scenarios where available resources are limited.

Although FPGAs offer great benefits over CPUs and GPUs, these benefits require certain



compromises in both design and usability. The application design flow for FPGAs requires the
use of Hardware Description Languages (HDLs) and knowledge of the specific hardware at a
low level, which restricts its use for most software application developers. Although High-Level
Synthesis (HLS) tools are now available that allow FPGA applications to be developed using
code with C-like syntax, it is still necessary to know certain hardware details to develop an
optimized accelerator. In addition, the design process is specific to the hardware for which it is
designed (obtaining a different binary depending on the FPGA model to be used) and the tools
that vendors provide for design do not allow the use of system resources to be shared among
multiple applications or users, which is essential for cloud and edge computing.

In this thesis we propose to design a virtualization infrastructure for FPGAs that allows both
sharing resources among multiple applications and users, and designing applications without
requiring specific knowledge of the FPGA hardware.

Specifically, we intend to explore and evaluate different existing virtualization techniques,
both those used for software virtualization (the vast majority) and the approaches already
proposed for hardware virtualization, and extend them in order to obtain an infrastructure with
four key blocks:

1. Create an abstraction layer over the hardware to hide hardware-specific details from
application designers and generate simple interfaces to access resources.

2. Manage the allocation of resources both spatially and temporally to make optimal use of
resources.

3. Manage system resources in a way that is transparent to the user.

4. Ensure isolation between users and applications in terms of both performance and privacy,
to guarantee data security and system resilience.

2. Thesis Progress

This section briefly describes the work accomplished to date, as well as the tasks planned for
the remainder of the thesis.

2.1. Accomplished Works

At the present time, we have mainly focused on the real-time modeling and management of
reconfigurable multi-accelerator systems.

We have design a monitoring infrastructure for acquiring power/performance traces in
reconfigurable multi-accelerator systems. Those traces have been used for training offline
ML-based models to predict power consumption and performance of such systems, obtaining
promising results. And recently, we have developed a management infrastructure that will be
used to integrate and validate the rest of this part of the thesis.

2.1.1. Monitoring Infrastructure

A non-intrusive monitoring infrastructure has been design to acquire synchronized power con-
sumption and performance traces in reconfigurable multi-accelerator systems (see Figure 1). To



do so, hardware components (block diagram of the infrastructure in HDL), software components
(driver for managing the infrastructure’s hardware from a Linux-based OS and libraries for con-
trolling the infrastructure on Linux-/baremetal-systems), as well as a script-based visualization
tool for visualizing the generated traces have been designed.
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Figure 1: General Overview of the Monitoring Infrastructure.

Figure 2 show an example of the traces generate with the infrastructure, where an application
with 2 hardware accelerators that exhibit different functionality is depicted (signals 0/1 and

2/3 are the start/ready pairs for accelerators A and B, respectively, and power consumption is
shown at the top).
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Figure 2: Example of Power Consumption and Performance Traces.

2.1.2. ML-Based Modeling

In order to properly model the power consumption and performance of reconfigurable multi-
accelerator systems we have obtained, with the monitoring infrastructure, power and perfor-
mance traces of multiple combinations of hardware-accelerated kernels from the MachSuite [6]
benchmark suite, a well-known benchmark suite for HLS-oriented accelerator evaluation. The
obtained traces have been used to train ML-based models at predicting power consumption
and performance. Those models have been subsequently evaluated, with very good results.
As a example Figure 3 and Figure 4 show the graphical evaluation of a particular model when
predicting power consumption and performance, respectively.

In both figures, the predicted value of each observation is plotted against its actual value
(the dotted diagonal line represents ideal points where the predicted value equals the measured
value). It can be observed that in both cases most of the observations fall really close to the
dotted line indicating that the model has a good prediction performance. For a more in-depth
analysis, refer to our paper on the subject [7].

2.1.3. Management Infrastructure

A management infrastructure has been design, capable of attending to all the incoming accel-
eration requests of a particular workload, deciding when to execute them in the FPGA fabric
following a specific scheduling policy (see diagram in Figure 5).
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Figure 3: PL Power Model Evaluation.
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For the hardware acceleration we have extended the ARTICo® framework [8], an academic
framework for high-performance reconfigurable multi-accelerator system implementation. We
have also integrated the monitoring infrastructure described above, enabling the monitoring of
every part of the process.
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Figure 5: Management Infrastructure.



2.2. Future Work

We are currently working on doing an online model training and update rather than an offline
characterization as a first step to achieve full run-time self-adaptation. And we are also thinking
about the idea of integrating complex scheduling policies within the management infrastructure,
such as reinforcement learning decision making and other alternative approaches based on the
online data-driven models, to perform an intelligent decision making on the task scheduling
and resource management of the system.

This would conclude the first pillar of the thesis and we would then focus on the FPGA
virtualization part described in Section 1.
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