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Abstract
With the emergence of COVID-19 disease worldwide, a market of the products related to this disease
formed across the Internet. By the time these goods were in short supply, many uncontrolled Dark
Web Marketplaces (DWM) were active in selling these products. At the same time, Dark Web Forums
(DWF) became proxies for spreading false ideas, fake news about COVID-19, and advertising products
sold in DWMs. This study investigates the activities entertained in the DWMs and DWFs to propose a
learning-based model to distinguish them from their related counterparts on the surface web. To this
end, we propose a COVID-19 Open Source artificial INTelligence framework (C-OSINT) to automatically
collect and classify the activities done in DWMs and DWFs. Moreover, we corporate linguistic and
stylistic solutions to leverage the classification performance between the content found in DWMs and
DWFs and two surface web sources. Our results show that using syntactic and stylistic representation
outperforms the Transformer based results over these domains.
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1. Introduction

By the end of 2019, COVID-19, a respiratory disease, emerged that caused financial and health
crises around the world. Consequently, many countries and health organizations started to
respond to the pandemic. To stop and slow down the mortality rate of the disease, many vaccines
were proposed, and the first batch of them in late 2020 was officially approved. Vaccines from
Pfizer/BioNTech [1], Moderna [2], and Sputnik [3] were among the most famous and utilized
brands. The unbalanced distribution of vaccine doses and the race to access the first dose soon
generated concerns about illegal trades of the vaccine. Europol and other national security
agencies reported the sale of fake COVID-19 vaccines on Dark Web Marketplaces (DWMs) on
December 2020 [4, 5, 6, 7, 8]. Monitoring DWMs is therefore critical to enable police and public
health agencies to be prepared and effectively counter these threats.
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Interpol and Europol said that DWMs had become proxies for online trafficking of masks,
COVID-19 tests, and alleged drugs constantly advertised on these platforms. A similar issue
happened with the use of vaccines and the start of vaccination campaigns [9, 10]. The matter
got exacerbated by the birth of the green pass as a document that would enable people to have
public activities such as using public transportation and visiting public spaces [11]. At the same
time, Dark Web Forums (DWFs) have been the subject of the proliferation of arguments and
the spreading of fake information related to COVID-19. Linking these activities is not an easy
task [12].

DWFs are a great place to get into illicit online activities, and DWMs can be easily accessed
through specialized browsers, such as Tor [13], I2P [14] and FreeNet [15]. These browsers
guarantee users’ anonymity, and in turn, trades of many illegal goods such as drugs, firearms,
credit cards, and fake documents are being conducted in them [16]. The growing popularity
of Dark Web activities has attracted the interest of the scientific community, and security
researchers to provide comparative analyses of the different DWMs [17, 18, 19, 20, 21] and
DWFs [22, 23, 24]. Among the most credited are studies that propose automatic recognition
and classification of activities and analysis of lexicon used in DWMs and DWFs [25, 26, 27].
According to numerous reports, law enforcement has successfully closed several illegal DWMs
[28, 29]. Still, DWMs are inherently resilient to these interventions, and in 2020 COVID-19
disease provided another reason to analyze and classify the content produced in this particular
domain.

In this study, we investigate the activities entertained in the DWMs and DWFs to propose a
learning-based model to recognize their contents compared to the data from the surface web.
To this end, we propose a COVID-19 Open Source artificial INTelligence framework (C-OSINT)
to automatically collect and classify the textual content created in DWMs and DWFs compared
to Reddit and Amazon. Our C-OSINT model consists of three parts: (1) the corpus extraction
system C-OSINT-e, which is used to extract data from DWMs and DWFs; (2) the cleaning
system C-OSINT-d, which cleans and does some pre-processing to build the final corpus; (3)
the classification system C-OSINT-c, which classifies the ’.onion’ service to determine whether
the service is from a marketplace or forum (from Dark Web and surface web) by using the
HTML text of the pages and applying Natural Language Processing algorithms. The rest of
the paper is organized as follows. Section 2 describes state-of-the-art studies on Dark Web
activities and how to identify them with automatically generated heuristics. Section 3 describes
our C-OSINT-e, C-OSINT-d and Section 4 describes our C-OSINT-c. Finally, in section 5 we
present the result of C-OSINT-c classifications and provide a discussion of the obtained results.

2. Background and Related Work

Since the 2000s, many have researched methods of classifying surface web content [30, 31, 32].
More recently, some attempts to classify the non-indexed part of the web, called the Deep Web
[33, 34], and then with the ancestor of today’s Dark Web (DW), [35, 36] have been published.

With the growth in popularity, the DW has become a research subject in many studies. Barratt
et al. [17] and Aldridge et al. [18] have done extensive investigations of customers of DWMs
taking the ’Silk Road’ phenomenon as a use case. Yang et al. [22] and Pete et al.[37], on the



Figure 1: C-OSINT Framework.

other hand, addressed the social relationships undertaken by users of DWFs. The two analytical
activities, while fundamental to understanding the dynamics of the social networks that are
created around the DW have remained highly contextualized. One of the first works that shifted
the focus to automatic content classification was done by Biryukov et al. [27]. They classified
the content of the DW, restricting the study only to Tor’s hidden services resulting in 18 topical
categories. By limiting the topic to drug trades, Graczyk et al.[38] combined unsupervised
feature selection and an SVM classifier to classify drug selling services.

The first real distinction between activities, as selling services rather than forums, was pro-
posed in [25, 39]. They presented DUTA (Darknet Usage Text Addresses), the first publicly
available Darknet dataset, with a classification into topical categories and subcategories. Avariki-
oti et al.[40] on the other hand, were the first to focus only on the classification of illegal and
legal activities, so they built a new dataset and used an SVM classifier in an active learning
setting with a bag-of-words feature representation and got very good results. Recently, Choshen
et al.[26], following [40] and using the updated version of the publicly available DUTA [41],
studied the style and structure of hidden illegal and legal services. Choshen et al.[26] proposed
some excellent classifiers that were based on shallow heuristics and converted the input text
into part of speech (POS) tags. Their obtained results were satisfactory but at the same time
evaded much important information such as sentence structure and basic semantics, and they
converted some different symbols into a single symbol, ignoring many typical symbols peculiar
to the DW domain.

In this paper, we propose an Open Source artificial INTelligence (OSINT) framework to
automatically collect and classify activities entertained in DWMs and DWFs on a new emerging
topic: COVID-19, from the same type of services on the surface web, namely Amazon and Reddit.
Since the start of the production of vaccines and the obligation of the green pass certificate,



some stores began to sell them [9, 10, 11, 4] which may pose a significant risk to public health.
Consequently, we propose a comparative analysis using two surface web platforms to show
that our framework can differentiate the domain where the activity is taking place.

3. Data

In this article, we aim to analyze the COVID-19 topic in the most popular Dark Web Marketplaces
(DWMs) and Dark Web Forums (DWFs) between 2020-2021 (see Appendix A.2, A.3), to create a
framework capable of: a) collecting information from ’.oinion’ services, b) recognizing activities
in DWMs and DWFs for monitoring and warning of abuse. To solve this need, we analyzed
the current methods to extract and classify the activities in subsection 3.1. To obtain data, we
propose our framework, which consists of: a crawler and scraper to collect the data (C-OSINT-e)
described in the subsection 3.1.1; a pre-processor of the extracted text and a labeling step
(C-OSINT-d) described in the subsection 3.1.2; a set of classifiers based on machine learning
models (C-OSINT-c).

3.1. DarkNet Dataset

Obtaining and investigating data from the Dark Web is very complex due to the nature of the
service and obstacles such as text and image-based CAPTCHAs or the absence of public DNS.

Current monitoring pipelines have the first objective of isolating suspicious domains from
normal ones and classifying them into categories. These components are based on keyword
heuristics, which are difficult to keep up to date and prone to false positives given the high
rate of polysemy. There are other heuristics based on automatic learning, but they are highly
dependent on datasets [26]. One of the first public datasets obtained from Dark Web was the
first version of “Darknet Usage Text Addresses” (DUTA) [25]. Although an updated version,
DUTA-10K [41], has been released, the dataset is obsolete because many of its links are currently
down.

In this research, our first contribution is the system C-OSINT-e, which extracts text from
’.onion’ services from DWMs and DWFs. Similar to the strategy proposed in [25], C-OSINT-e is
based on an extraction step, cleaning phase, and finally, labeling of the extracted samples. From
the [7] report, it is possible to identify several DWMs that have COVID-19 related products
available. Similarly, it is possible to analyze some DWFs, as proposed in [42]. Furthermore, to
perform a comparative analysis and have corpora from DWMs and DMFs at our disposal, we did
the same process on two very famous surface web services: Reddit1 and Amazon2. These two
surface web services were chosen because Reddit is very similar to the structure of DWFs, and
Amazon is the largest online store. A screenshot of DWFs is shown in Figure 2 in the appendix,
and some examples of the cleaned corpus can be seen in table 1.

1https://www.reddit.com/
2https://www.amazon.com/



Sentence Corpus
We provide COVID-19 vaccine, Green Pass, Fake Tests Dark Web Marketplace
We ship Green Pass and QR code valid throughout Europe
payment in BTC and immediate delivery. Dark Web Marketplace
Fake pandemic and vaccine speculation Dark Web Forum
The fake pandemic is caused by the Jews
who are ready to speculate on human Dark Web Forum
as in Israel all lined up to vaccinate
Polonord Adeste 5 Nasal Rapid Test Kit for SARS-CoV-2
Antigen (Nasal Swab) for Self-Diagnosis, 5 Units Amazon
(1 pack of 5 rapid tests)
CLINTEST Rapid Covid-19 Antigen Self-Test Amazon
To be extra cautious, rotate such masks every three days Reddit
Safety was fine, not able to show efficacy.
Since they didn’t release the data we don’t know Reddit
how ineffective but that is what was reported.

Table 1
Examples taken from the DWMs, DWFs, Reddit, and Amazon corpora.

3.1.1. Extraction

Extracting domains using Tor is a complex task as there is no public DNS server where all
hidden service addresses (HS) are registered. In Tor, there is a Hidden Service Directory (HSDir),
which Tor relies on it, and it functions as an intermediate point between an HS, as it publishes its
descriptors and clients, which communicate with it to learn the address of the HS introduction
points [27]. However, a Tor needs a specific flag to be assigned by Tor to authorities to function
as an HSDir.

Our C-OSINT-e works similar to the method proposed by Al Nabki et al.[41]. Instead of
querying the flag, we use a custom crawler that uses a Tor socket to retrieve onion web pages
and new addresses through the 9050 port using: online notepad services on the Surface Web,
Tor network search engines, and hyperlinks from the DUTA dataset. Each service is being
visited and then recursively extracts ’.onion’ links which are then cleaned, and duplicate and
inactive links are being removed. Finally, the HTML code gets downloaded using the functions
implemented in the selenium library.

The code used to perform scraping of both the Dark Web and surface web corpora is available
at the following GitHub repository3. The time period of data collection for corpus construction
is from November 2020 through March 2021. Appendix A.2 and Appendix A.3 show the list of
’.onion’ services analyzed.

3.1.2. Pre-processing & Labeling

The division into paragraphs and the cleaning of the dataset are done by the C-OSINT-d module,
following the methodology proposed by Choshen et al.[26]. In all experiments, we apply a
cleaning to the text of the corpora web pages. HTML markups are removed from the original

3https://github.com/ART-Group-it/C-OSINT



dataset; the same is done for non-linguistic contents such as buttons, encryption keys, metadata
and URLs. Despite applying these pre-processing steps, the remaining textual elements are
unclear, and in some cases, unintelligible as domain-specific slang and abbreviations are widely
used on the Dark Web.

The labeling process of new samples is carried out in two steps: 1) text classifier proposed
previously; 2) sharing of manually assigned tags. The main rules defined in [25] consist of
labeling a domain based only on the textual content visible to the user; a domain should receive
only one tag based on its activity. In case of uncertainties, an open discussion is established
with the rest of the authors.

3.2. Surface Web

For the other two additional datasets from legal sources, we compiled a corpus of Amazon and
Reddit pages of similar sizes and characteristics. Amazon is the largest hosting site for sellers
of various goods. The corpus from Amazon contains 630 item descriptions, each consisting
of more than one sentence. The item descriptions vary by price, item sold, and seller. The
descriptions were selected by searching Amazon for terms related to COVID-19 and selecting
search patterns to avoid excessive repetition. The search queries also included filtering by price
so that each query would result in different items. Due to sellers’ advertising strategies or
geographic dispersion, the Amazon corpus contains both formal and informal language, and
some item descriptions contain abbreviations and domain-specific words. Reddit is a social news,
entertainment, and forum website where registered users can publish content in textual posts
or hyperlinks. The corpus from Reddit contains 630 discussions on topics related to COVID-19.
The source codes to reconstruct the two datasets can be found in the GitHub repository.

4. Methods

In this section, we experiment with our C-OSINT framework to investigate which Natural
Language Processing (NLP) algorithm achieves the best result in classifying the activities
entertained in DWMs and DWFs.

The C-OSINT-c module is where our text classification experiments are done to find the
essential linguistic features that distinguish the activities entertained in different services.
Another goal of the classification task is to observe whether these tasks can be solved by holistic
Transformers, lexical models, syntactic models, stylistic models, and models derived from the
union of the previous ones.

4.1. Methods: Classification Models

The models proposed in this section aim to cover all linguistic needs in the study of style,
lexicon, and semantics.

Holistic Transformers These classifiers are based on Transformers-models [43] and seem to
achieve state-of-the-art results in many text classification tasks.



We tested the following Transformer models to cover the majority of cases of pre-training
size (see Table 2) and models:

• 𝐵𝐸𝑅𝑇𝑏𝑎𝑠𝑒 [44], that is Bidirectional Encoder Representations from Transformers, and is
trained on the BooksCorpus [45] and English Wikipedia.

• 𝐵𝐸𝑅𝑇𝑚𝑢𝑙𝑡𝑖, that is the Multi-Language version of BERT [46] and is trained on a Wikipedia
dump of 100 languages.

• XLNet [47] is based on a generalized autoregressive pre-training technique that allows
the learning of bidirectional contexts by maximizing the expected likelihood over all
permutations of the factorization order. This architecture is trained from datasets gathered
from the surface web such as Wikipedia, Bookcorpus, Giga5, Clueweb, and Common
Crawl.

• ERNIE [48] to improve some of BERT’s problems, introduced a language model represen-
tation that uses an external knowledge graph for named entities. ERNIE is pre-trained on
Wikipedia corpus and Wikidata knowledge base.

• ELECTRA [49] proposes a mechanism of “corrupting” the input token that is replaced
with a token that potentially fits the place. The training procedure is a classification of
each token, whether it is a corrupted input or not. This model is trained on the same
dataset as BERT.

• DistilBERT [50] proposes a method for pre-training a smaller, general-purpose language
representation model, much like BERT, that can then be tuned with good performance on
a wide range of tasks like its larger counterparts.

• RoBERTa [51] appears to be a replication study of the pre-training BERT, with the major
difference being the focus on the impact of many key hyperparameters and the size of
the training data. Indeed, it appears that BERT is under-trained in some respects, and
changing the choice of hyperparameters may make a difference on some tasks.

All models described above were implemented using the official implementations coming
from the Huggingface Transformers library [52].

Stylistic Classifier This classifier is used to determine if the proposed tasks are sensitive to
syntactic and lexical information, and thus there is a stylistic difference between the source
domains. We would expect texts associated with selling merchandise to be written more formally
with pre-defined structures. In contrast, users utilize different styles to express their ideas in
texts from forums with no strict rules. Among other differences, we can point to the use
of capital letters, possible emoticons, and interjections in forum texts. For this purpose, we
apply two models, one purely based on word-level features and one based on shallow syntactic
structure.

Bleaching text [53] is a model proposed to capture the style of writing at the word level.
A linear SVM classifier is applied over the final representation, which concatenates all the
‘bleached’ strings treated as a binary bag-of-word model.

Part-of-speech tags (POS) [54] are unique labels assigned to each token (word) to indicate
the grammatical categories and other information such as tense and number (plural/singular)
of the words. A vanilla feed-forward neural networks (FFNN) classifier is applied to the final



Corpus Size
BooksCorpus [45] 800M words
2010-and-2014-English Wikipedia dump 2,500M words
Giga5 [55] 16GB
Common Crawl [56] 110GB
ClueWeb [57] 19GB
Penn Treebank [58] 1M words

Table 2
Corpora used in training pre-trained Transformers and word embeddings. All corpora are derived from
the surface web.

representation, the concatenation of all converted strings treated as a binary bag-of-word model.
This model is trained with 300 dimensions for five epochs. The FFNN consists of an input layer
of dimension 300 and 2 hidden layers of 150 and 50 dimensions with the 𝑅𝑒𝐿𝑈 activation
function.

Lexical-based Neural Networks We used a classifier based on a vanilla feed-forward neural
networks (FFNN) over a bag-of-word-embedding (BoE) representation of sentences to answer
this question. This classifier is used to determine whether the proposed tasks can be described
and classified through pre-trained word embeddings. In BoE, sentence representations are
computed as the summation of the embedding of each constituent word of samples in our
dataset. For this classification method, we used 𝐺𝑙𝑜𝑉 𝑒 word embeddings [59] trained on 2014
Wikipedia dumps and Giga5. The FFNN used with Glove representation consists of an input
layer of 300 dimensions and two hidden layers of 150 and 50 dimensions with the 𝑅𝑒𝐿𝑈
activation function, and it was trained for five epochs as well.

Syntactic-based Neural Networks Finally, to evaluate the role of “pre-trained” universal
syntactic models, we used the Kernel-inspired Encoder with Recursive Mechanism for Inter-
pretable Trees (KERMIT) [60]. This model positively exploits parse trees in neural networks
as it increases pre-trained Transformers’ performance when used in combined models. The
version used in the experiments encodes parse-trees in vectors of 4, 000 dimensions. The rest of
the FFNN comprises two hidden layers of 4, 000 and 2, 000 dimensions. Finally, the output layer
consists of 2 dimensions for classification. Between each layer, the 𝑅𝑒𝐿𝑈 activation function
and a dropout of 0.1 was used to avoid overfitting on the train data.

KERMIT model exploits the parse trees produced by a traditional parser. As advised by
Zanzotto el al. [60], we used the English constitution-based parser, CoreNLP library [61].

4.2. Experimental set-up

Using C-OSINT-e and C-OSINT-d, we created four datasets: two from Dark Web Marketplaces
and Forums and two from Surface Web. Each corpus contains 630 examples labeled either
‘forum’ or ‘market’. In the experiments, the datasets were merged, building four balanced
comparisons, they were split into training and test sets with a 70/30 ratio. The evaluation was
done by extracting the accuracy of classification outputs.



Dark Forums Reddit Dark Market Dark Forum
vs vs vs vs

Dark Market Amazon Amazon Reddit
Holistic Transformers
𝐵𝐸𝑅𝑇𝑏𝑎𝑠𝑒 66.83(±3.8) 75.56(±3.7) 66.17(±4.4) 71.11(±3.2)
𝐵𝐸𝑅𝑇𝑚𝑢𝑙𝑡𝑖 59.98(±2.8) 62.49(±1.9) 54.66(±4.9) 61.08(±4.5)
Electra 62.54(±1.9) 73.86(±3.6) 63.49(±4.3) 72.22(±3.4)
XLNet 54.29(±2.3) 67.72(±2.1) 52.49(±4.9) 64.6(±4.2)
Ernie 65.08(±1.8) 76.59(±1.7) 67.67(±3.8) 75.56(±2.7)
RoBerta 51.7(±1.8) 51.3(±3.2) 53.49(±2.9) 50.9(±1.9)
DistilBERT 68.02(±5.1) 67.72(±4.2) 66.83(±5.1) 67.28(±2.7)
Lexical Models
BoE(GloVe) 84.38(±0.6) 87.3(±0.9) 82.54(±0.8) 73.54(±1.8)

Syntactic Models:
KERMIT 91.21(±1.1) 97.86(±1.4) 88.89(±1.2) 94.37(±1.3)
Stylistic models:
Bleaching text 89.79(±0.5) 94.66(±0.8) 96.39(±0.6) 92.92(±0.7)
FFNN (POS) 90.07(±1.3) 97.22(±2.1) 97.63(±0.9) 95.8(±0.8)
Lexical and Syntactic Models
BoE(GloVe) + KERMIT 90.21(±1.3) 96.56(±1.6) 96.03(±1.5) 94.71(±1.8)

Table 3
Accuracy of the different models. Experiments with neural networks are obtained over 5 runs with
different seeds.

5. Results and Discussion

Looking at the performance of different approaches in the same dataset setting helps us compare
their ability to tackle the problem of classifying markets and forums from dark and surface net.
Results of the experiments are reported in Tab. 3 with the configurations described in Sec. 4.

These results show the unexpected behavior of the applied models because Transformers
have poor performance on these uncovered domains. Although the BoE(GloVe) lexical scores
better than the Transformer, it still lags behind the other syntactic and stylistic approaches.
This poor performance can be attributed to the data that these models were trained on: all these
representations were trained on surface web datasets which cannot generalize to the data from
the Dark Web.

The other results for the proposed tasks are mixed, but the trend is that all work better than
the Transformers. Stylistic models perform on par with syntactic models. The tasks where
stylistic models perform better are those that classify surface web services against their Dark
Web counterparts. These results are of two kinds: (1) data from the Dark Web have a writing
style that can be captured through distinctive features such as all capital letters, abbreviations,
punctuation. (2) A bag-of-words representation of POS-tags can be a distinguishing factor
between Dark and surface Web services Reddit and Amazon. The distinction is less evident for
DFMs and DWMs.

Neural network models based on syntax have engaging performances on this dataset. Here,
KERMIT [60] works better than Transformers, showing that these tasks are sensitive concern-



ing syntactic information that the Transformers cannot transfer to another unseen domain.
Moreover, although KERMIT uses a parser trained on the surface web to parse sentences [62],
syntactic rules are more restricted than semantic and discourse-level information captured by
the Transformers. Yet, it can find the variations among these different domains. However, the
combined “pre-trained” lexical and syntactic model, BoE(GloVe) + KERMIT, do not outperform
the two models separately.

In conclusion, monitoring the activities on the Dark Web and comparing them with their
similar surface services is an ongoing challenge. Using models, such as Transformers, to solve
text classification tasks is not consistently successful [63]. Possibly, activities on the Dark Web
domain are written with a different style and grammar and require a different representation
than what pre-trained embeddings offer. Taking into account that these models can handle
lexical and syntactic information [64, 65] they also can overfit to their training data. In other
words, they cannot transfer these types of knowledge to a new unseen domain.

In future work, we propose mechanisms for extracting and validating training data [66] and
investigating the control mechanisms of neural networks [67], as initiated in [68]. Although
these avenues of research are exciting and compelling, they still cannot be developed easily
because of the lack of data from obscure and hard-to-find domains.

6. Conclusion

In this research, we investigated a new type of activity on the web that emerged due to the global
pandemic. The products and discussions around COVID-19 on two parts of the web, namely
surface and Dark Web, allowed us to investigate the performance of classification methods over
these two domains. Although national security agencies [4] and international security agencies
[5, 9, 6] continuously monitor these activities, they are not easily found, and automatic analysis
could produce false truths.

For this matter, we proposed the C-OSINT framework to detect the activity related to the
COVID-19 issue in Dark Web Marketplaces and Forums. COSINT-e and COSINT-d are used to
extract and process data from heterogeneous sources such as ’.onion’ services and surface web
pages. COSINT-c proposes a set of learning-based classifiers to classify the extracted corpora
using COSINT-e and COSINT-d.

With the success of Transformer in many downstream tasks, we were expecting the same
results on our extracted dataset. However, the results show that they cannot transfer their
knowledge to an unseen domain. Finally, we observed that other subtle features such as style
and syntactic information could be better clues in finding and distinguishing the activities
between dark and surface web.

In summary, our contribution is two folds: (1) We build an Open Source Intelligence frame-
works for activity recognition in the far reaches of the web around COVID-19 topic; (2) Reaching
to the conclusion that adding external knowledge to the classification task in the form of syn-
tactic and stylistic information would be more helpful than solely relying on pre-trained and
automatic Transformer based classification.
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A. Appendix

A.1. Example of Listing

Figure 2: Screenshot of an ad in the vaccines category offering Pfizer/BioNTech vaccine and other
vaccines. We have removed the seller’s contact information, which invites the potential customer to
have direct contact. The site screenshot was taken in April 2021.



A.2. Dark Web Forums

Topic DWF
RAID, dread, Nulled,

4chan, The Stock Insiders, Hidden Answers,
COVID-19 Acropolis Forum, torBBS

Teddit forum, SuprBay,
DeaChan

Table 4
List of Dark Web Forums analyzed.

A.3. Dark Web Marketplaces

Product DWM
Royal, Cypher, Asap, Bigblue,

Dark fox, Hydra, Invictus, Kilos,
Vaccines Liberty, Yakuza, Recon,

Televend, The Canadian Headquarters,
Agartha, World market, Yukon

Magbo, Recon, Televend,
fake Tests The Canadian Headquarters,
& Torrez, Versus, White house, Yakuza
more MagBO, 24HoursPPC, ASAP,

Dark Fox, Dark Leak Market,

Table 5
List of Dark Web Marketplaces analyzed.
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