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Abstract

This Ph.D. thesis work proposes the design, development and evaluation of a supervised approach for
sentiment lexicon generation. It is based on the hypothesis that an efficient use of the skipgram modelling
can improve sentiment analysis tasks and reduce the resources needed maintaining an acceptable level
of quality. In summary, the novelty of this approach lies in the use of skipgrams as information units and
the way they are efficiently generated, weighed and filtered, taking advantage of the useful information
they provide about the sequentiality of the language.
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1. Justification for the Proposed Research

The birth of web 2.0 has allowed users to be the main generators of content. Since then, the
amount of information has been growing considerably every year, usually unstructured and
written in natural language. This information can be turned into knowledge, which makes it
very valuable for individuals, businesses and public organisations, but also for scientists with
research purposes. However, as the amount of information is large and it is usually in textual
format, it is very difficult to exploit it in the right way. Thus, Natural Language Processing (NLP)
techniques have been essential and have improved substantially over the years.

Part of this information is subjective, that is, it captures the opinions of the users about
products, people or other topics, and in some contexts it can be even more valuable. The NLP
task that deals with subjective information is Sentiment Analysis (SA), and much work has
been done on fundamental research in SA in recent years, using many different techniques
and resources, from sentiment lexicons [1, 2, 3] to deep learning techniques [4, 5]. However,
the extraction of sentiment from texts is often not sufficient to be able to exploit the data
properly. Specialised tools are needed to facilitate the analysis, visualisation and understanding
of the information collected and thus make decisions based on that information. Moreover, in
some cases it is important to use this information as soon as possible or in real time, so that
resource-intensive SA techniques cannot be used.
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This Ph.D. thesis proposes the design, development and evaluation of a sentiment lexicon
generation approach, described in Section 3. Subsequently, in Section 4 we explain the method-
ology being used to carry out this work. Finally, Section 5 will explain the specific issues of
research to be discussed. In the following Section 2 we will look at related work in this area.

2. Background and Related Work

Sentiment Analysis is the task that deals with the computational treatment of opinion, sentiment,
and subjectivity in text [6]. This field has several subtasks [7], such as Aspect-based Sentiment
Analysis, Subjectivity Detection, Emotion Detection or Polarity Classification, but in this work we
will focus on the latter. Polarity Classification is the task that refers to the classification of an
opinionated document as expressing a positive or negative opinion [8]. The approaches that
can be followed in this context are usually divided into two main groups [9, 10, 1], lexicon-based
approaches and machine-learning-based approaches.

In lexicon-based approaches, the polarity for a document is calculated from the semantic
orientation of its words or phrases [11]. These techniques mainly focus on using or building
dictionaries of sentiment words. Dictionaries can be created manually [12] or automatically
[11]. Examples of general and publicly available sentiment dictionaries include WordNet Affect
[13], SentiWordNet [14] or ML Senticon [3]. However, it is difficult to compile and maintain a
universal lexicon, as the same word in different domains can express different opinions [11, 15]

The second approach uses machine learning techniques. These techniques require the use
of a polarity labelled corpus to create a classifier capable of classifying the polarity of new
documents. Most of the existing work employs Support Vector Machines [16, 17, 18] or Ndive
Bayes [19, 17, 20], but recent work makes use of Deep Learning [4, 21]. In this approach, texts are
represented as feature vectors, and a good selection of these features is what mainly improves
the performance. These approaches perform very well in the domain in which they have been
trained but get worse when used in a different domain [6, 22].

Traditionally, these approaches usually do not take into account the sequentiality of the
words contained in the text, so they lose some information during the process. Some techniques
can help to solve this problem, such as Transformers or RNNs [23, 24]. The skipgram modelling
has also shown good results if used efficiently [25, 26, 27], and it is the base of our fundamental
research.

3. Description of the Proposed Research

The novelty of our research consists on the use of the skipgram modelling technique [28] to
generate, weight and filter multi-word terms to generate a sentiment lexicon, which will be used
as the basis for an automatic polarity classifier. The hypothesis of this work is that an efficient
use of the skipgram modelling technique can not only improve sentiment analysis tasks but
also reduce the resources needed maintaining an acceptable level of quality.

The skipgram modelling technique consists of obtaining multi-word terms from a text, similar
to n-grams but allowing some words to be skipped. More specifically, in a k-skip-n-gram, n
determines the number of words, and k the maximum number of words that can be skipped. In



this way we are generating additional terms that retain some of the sequentiality of the original
words, but in a more flexible way than n-grams. It is worth noting that n-grams can be defined
as skipgrams where k = 0 (no skips). The skipgram modelling technique is not new in the field
of NLP. There are many approaches that use skipgram modelling to relate words to each other,
but most of them still use words as the basic unit of information [29, 30].

The main disadvantage of this technique lies in the fact that the number of skipgrams
generated is usually very large. To mitigate this problem, a scoring and filtering process
becomes necessary. In this work, the scoring and filtering is made taking into account different
factors: (i) the number of times the term appears in the corpus; (ii) the number of times the
term appears in the corpus for each polarity; (iii) the number of words that the term contains;
and (iv) the (average) number of skips required to obtain that term.

Furthermore, the weighing and filtering process is not carried out after the generation of
all terms, but is done progressively at build time. In a first phase, single-word terms (n = 1)
are obtained, which are weighted and filtered. From these filtered terms (and only from these),
two-word terms (n = 2) are obtained, which are also weighted and filtered. The iterative process
continues until the desired maximum number of words per term is reached. In this way we
manage to create multi-word terms but in a much more efficient way than generating all the
skipgrams and filtering them in a last step.

4. Methodology

Most of the work on this research has already been done. The approach has been developed,
evaluated and compared to some of the existing techniques, carrying out the appropriate exper-
iments in different contexts and different datasets, and multiple articles have been published
confirming its effectiveness [31, 27, 32, 25, 26, 33]. We can highlight the latest work where we
have used one of these tools to successfully extract sentiment analysis patterns that determine
the virality of tweets about the COVID-19 pandemic [33]. In addition, multiple tools that
use this approach (or a previous version) have been developed in the context of this thesis
[34, 35, 36, 37]. Some of these tools have been commercialised and successfully used by many
clients and businesses.

However, there is still some work to be done. Since this thesis has been extended over time,
it is necessary to update the state-of-the-art with the latest similar techniques. In addition, we
believe it would be convenient to make an exhaustive study comparing the use of skipgrams
with simple words or n-grams in different domains, contexts, textual genres, languages and
learning techniques. Moreover, we also plan to do a detailed study on which words work best
when creating terms using the skipgram modelling, such as its part of speech, its meaning or
its role in the sentence. Finally, we would like to integrate the use of skipgrams into current
techniques such as Word Embeddings or Transformers to see if further improvements can be
achieved.



5. Specific Issues of Research to be Discussed

The main questions we want to answer with this thesis are the following:

Is there any improvement by using skipgrams instead of simple words or n-grams?

Is it possible to reduce the number of multi-word terms generated by skipgram modelling
to improve speed and resource requirements?

Is the effectiveness in the use of skipgram modelling dependent on the domain, context,
textual genre, language or learning technique in which it is applied?

What kind of words work best using skipgram modelling to generate multi-word terms?
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