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Abstract
Supervised neural networks have achieved great success in many Natural Language Processing tasks.
However, for most of the more than 7000 spoken languages on Earth very limited or no resources are
available for building NLP systems. Developing models and resources that allow us to perform NLP
in multiple languages is an open challenge. We focus on the Zero-Resource Cross-lingual Sequence
Labelling task. We propose a research project with the aim of developing high-quality sequence labelling
models for languages for which no labelled data is available.
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1. Introduction

This research project is framed within the area of Natural Language Processing (NLP). Natural
Language Processing is a research field within artificial intelligence and linguistics, which
studies how to computationally model human language.

Neural networks have become an indispensable resource in Natural Language Processing.
Driven by the success of transformers [1], they have shown outstanding performance in very
challenging NLP tasks such as General Language Understanding [2, 3], Question Answering
[4], Text generation [5], Dialog [6], Text-Conditional Image Generation [7] among many others
[8]. While all these models have been a breakthrough in the field, they are very expensive to
train: They require huge computing capabilities, they come with a large carbon foot-print [9]
and they require an enormous amount of data, that in many cases must be manually-annotated,
which is very costly. The result is that most of the NLP systems cited above are limited to the
English language. It is estimated that more than 7000 languages are spoken in the world today.
For many of them, NLP resources are very limited or simply unavailable. Developing models
and resources that allow us to perform NLP in multiple languages is an open challenge.

We focus our research on the Sequence Labelling task. Sequence labelling is the task of
assigning a label to each token in a given input sequence. Figure 1 shows the example of Named
Entity Recognition (NER). NER aims to locate and classify named entities in unstructured text
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Figure 1: Illustration of the Named Entity Recognition Sequence Labelling Task

into a set of pre-defined categories such as organizations, locations, names of persons, dates...
We choose to explore Cross-lingual Sequence Labelling because of the great challenge involved.
Most successful approaches for sequence labelling involve supervised deep-neural networks.
[10, 11, 12]. The difficulty of the task lies in the fact that model performance depends on the
amount of manually annotated training data [13]. Moreover, models show a significant loss of
performance when evaluated in out-of-domain data [14]. Thus, it would be necessary to develop
annotated data for each language and domain of application. The cost of manual annotations
makes this impossible. For most of the languages in the world, manually annotated corpora
are simply nonexistent. The task of developing sequence labelling models for languages and
domain-specific tasks, for which supervised data is not available, is a challenge of great interest.
This task is known as zero-resource cross-lingual sequence labelling.

Our Main Research Question can be summarised as ”Which is the best technique to label
a text in a language for which no labelled data is available?”.

2. Related Work

Previous work has approached Cross-Lingual sequence labelling in two different directions:
Data-based transfer and Model-based transfer methods.

2.1. Data transfer

Data transfer methods aim to automatically generate labelled data for a target language for
which no labelled data is available. Ehrmann et al. [15] trains an English Sequence Labelling
model using English gold labelled data. They use this model to label the English part of a
multi-parallel corpus. The labels are then projected into all the other languages using statistical
alignments of phrases. In this way, they generate annotated datasets in languages for which no
data was initially available. Wang and Manning [16] projects models expectations instead of
labels, this transfers the model uncertainty across languages. Ni et al. [17] improves previous
works using a heuristic scheme that effectively selects good-quality projection-labelled data
from noisy data. Instead of one-to-one projections, Agerri et al. [18] use labelled parallel data
from multiple languages to project the labels to a single target language. The combination of
multiple sources improves the equality of the projections. Li et al. [19] proposes to use the
state-of-the-art XLM-R model [12] for labelling sequences in the source part of the parallel data
and also for annotation projection.

Jain et al. [20] and Fei et al. [21] use machine translation instead of parallel data. A gold-
labelled dataset in the source language is machine translated to the target languages. For
this purpose, Jain et al. [20] first generates a list of projection candidates by orthographic and
phonetic similarity. They use distributional statistics derived from the dataset to choose the



best matching candidate. Fei et al. [21] leverages the word alignment probabilities calculated
with FastAlign [22] and the POS tag distributions of the source and target words.

These methods assume that high-quality parallel data or machine translation systems are
available for the source-target language pair. This is a strong assumption that is not true
for many low-resource languages. Xie et al. [23] proposes to find word translations based on
bilingual word embeddings trained on monolingual corpora from the source and target language.
Guo and Roth [24] translates the source sentences to the target language word-by-word with
a dictionary. Then, they generate high-quality annotated data in the target language using a
constrained pre-trained language model.

2.2. Model transfer

Language models trained on monolingual corpora in many languages [11, 12] allow zero-shot
cross-lingual model transfer. Using labelled data in one source language (usually English),
we can fine-tune a pre-trained multilingual model and directly use it to make predictions in
any of the languages included in the model [25]. The zero-shot cross-lingual capability can
be improved for the sequence labelling task using different techniques. Wang et al. [26] and
Ouyang et al. [27] use monolingual corpora in the source and the target language to improve the
alignment of the language representations within a multilingual language model. [28] proposes
to use many models from many source languages, they learn to infer which are the most reliable
models in an unsupervised manner. The combination of the best models improves the zero-shot
transfer to a new language. The approach of Wu et al. [29] take advantage of a Teacher-Student
learning paradigm. Sequence Labelling models in the source languages are used as teachers
to train a student model on unlabeled data in the target language. Bari et al. [30] propose an
unsupervised data augmentation framework, using self-training they improve the cross-lingual
adaptation of models. Hu et al. [31] use the minimum risk training framework to overcome the
gap between the source and the target languages/domains. They propose a unified learning
algorithm based on expectation-maximization.

Which one of the approaches produces the best results is unclear. Combinations of model-
based and data-based transfer methods are also pending research. Some previous works claim
contradictory results when using different language models. For example, Fei et al. [21] finds
that their data transfer approach is superior to the zero-shot transfer method when using
mBERT. On the other side, Li et al. [19] experiment with XLM-RoBERTa, a higher capacity
multilingual model, and they obtain the best results for German and Chinese applying the data
transfer approach, while the zero-shot approach is best for Spanish and Dutch. We seek to shed
light on which is the best performing technique in each situation for Cross-Lingual Sequence
Labelling and contribute with novel ideas to this line of research.

3. Proposed Experiments

3.1. Data-based transfer

RQ1: Can we automatically generate high quality data?



Figure 2: Illustration of the translation and annotation projection method for Opinion Target Extraction
(OTE).

In Section 2.1 we have presented several previous works that successfully generate data for
languages for which no labelled data is available. These methods rely on parallel data and
annotation projection, which figure 2 illustratres. SimAlign [32] takes advantage of multilingual
pre-trained languagemodels to generate word alignments. SimAlign produces better results than
previous statistical word alignment methods widely used in the field. AWESoME [33] improves
the results even more by fine-tuning the language models on parallel text with unsupervised
training objectives. In the machine translation field, M2M100 [34] can produce high quality
translation between the 9,900 directions of 100 languages. These new systems have not been
tested yet in the cross-lingual data transfer task. We expect that, since they are a qualitative
leap over the systems used in previous research, they will generate improved data for languages
for which no labelled data is available.

RQ2: Parallel Data vs Machine translation In Section 2.1 we present two main lines of
research in data-transfer methods. On one side, some works take advantage of existing parallel
data, while others use machine translation. The effect of using a parallel corpus or machine
translation for data transfer is not well understood. We plan to explore both approaches to find
out which type of data is better to use.

RQ3: Quality of the projections No in-deep study of the quality of the annotation pro-
jections produced by different systems and algorithms have been performed. Word alignment
systems are evaluated with manually annotated word alignments, not in the annotation pro-
jection downstream task. Data-transfer methods are evaluated by training a model using the
generated data. There is no evaluation of each step involved in the translation and annotation
projection task. We plan to translate an English gold-labelled dataset and manually project
the annotations. We will compare the results of the annotation projection systems with the
manually annotated data. This will allow us to understand which are the errors produced in the
annotation projection step. It will also allow us to decouple the translation and the annotation
projection steps, to determine which of these most significantly affects the final performance of
the models. We hope that the results of this experimentation will shed light on the errors made
in each step of the data-transfer approach.

RQ4: Does the accumulation of automatically generated data for many languages
yield to better results? Data-transfer methods allow to automatically data for a target
language. Current translation [34] and multilingual pre-trained language models [12] support



hundreds of languages. We can sequentially generate data for many languages. We want to
leverage the accumulation of large amount of noisy data from many languages to produce
high-quality data. This hypothesis has been successfully tested in the word alignment task [35].

RQ5: What is the impact of the amount of target language training data on prediction
quality? Most cross-lingual sequence labelling methods assume a zero-shot setting, that is,
no labelled data available in the target language. Manual annotations are very costly, however,
labelling a small set of sentences in the target language can be feasible in many cases. We
want to explore how a small amount of gold-labelled data in the target language affects the
performance of the models. We expect that combining available gold labelled data in English
with a small amount of target language labelled can yield good results.

3.2. Model-Transfer approaches

RQ6: How effective are state-of-the-art multi-lingual NLP models at cross-lingual
sequence labelling There is a large number of pre-trained language models that can be fine-
tuned for the Sequence Labelling Task. In Section 2.2 we also describe different works that aim
to improve the cross-lingual capabilities of multilingual models. Most of these systems have
not been evaluated against each other. It is not clear which one produces the best results. We
plan to evaluate different models and systems.

RQ7: Model-transfer vs Data-transfer Fei et al. [21] finds that their data transfer approach
is superior to the zero-shot transfer method when using Multilingual BERT. On the other side,
Li et al. [19] experiment with XLM-RoBERTa and find opposite results, zero-shot model-transfer
produce the best results for Spanish and Dutch. The cross-lingual capabilities of language
models greatly differ between models with different capacities (number of parameters, training
data...) and languages [25]. Which approach should be used given a target language, the
available resources for the source and target languages and the available computer capacity?
We want to empirically establish the required conditions for each of these two approaches,
data-transfer and zero-shot model-transfer, to outperform the other.

3.3. Sequence Labelling as Text Generation

RQ8: Are seq2seq model a new paradigm for Cross-Lingual Sequence Labelling?
Sequence classification is approached as a token classification task. Given a sequence, the
probability scores for each word/token to belong to each predefined category are calculated.
State-of-the-art models add a linear layer on top of each token representation of a transformer
encoder [1] that has been pre-trained with a language modelling objective [11]. Recently a
new trend for solving NLP tasks has emerged: The sequence to sequence (seq2seq or text2text)
approach [3], taking text as input and producing new text as output. For example, we can input
a text followed by the prompt ”Who are the persons involved”, and the model will produce a
text enumerating the persons involved in the text. Figure 3 illustrates both, token classification
and seq2seq approaches. This approach has already been tested with very promising results for
Sequence Labelling in monolingual and cross-lingual zero-shot settings. [36].

Seq2Seq models can not only be trained to perform Sequence Labelling. They can be trained
to generate new examples [37], which opens a new line of research in data-transfer methods.



Figure 3: Illustration of the Token Classification and Seq2Seq approaches for Sequence Labelling

We want to experiment with seq2seq models, such as the popular T5 [3] to find out if this
new approach can improve previous work on zero-resource cross-lingual sequence labelling.

4. Conclusions

We present a research project in the field of Cross-Lingual Sequence Labelling in Zero-Resource
Settings. We compile the most relevant previous research on the topic. We raise several research
questions that will serve as the backbone of the experiments that we will carry out in the project.
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