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Abstract
In recent years, the interplay between creativity and Artificial Intelligence (AI) has been gaining more
and more attention from the research community. Within this vast area, humanoid robots have been
successfully used in artistic research areas, and many works have studied and implemented systems
for robotic dance. However, only few works take into account the human evaluation of these artistic
outputs. For this aim, we start from a recent work focused on defining criteria for the evaluation of
robotic dance performances, and we analyze a further crucial aspect such as the need for a multi-modal
perspective: the musical element needs to blend seamlessly and organically with the choreography, in
accordance to the judgments expressed by human evaluators. Based on the analysis of results, musical
elements emerged as having a large impact on the artistic evaluation. For this reason, the final purpose
of this work is twofold: we would like both to explore new creative paths where humans ideas can be
broadened by the use of AI software, but also to help both human choreographers and AI algorithms to
create dance performances and music with a major impact on the audience.
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1. Introduction

The adoption of humanoid robots in artistic research areas showed several successful applica-
tions, ranging from the generation of artificially generated music, images, and even tentative
literature [1, 2]. Dance choreography is an area where the potential application of artificial
intelligence has raised interest in recent years [3, 4], both choreographies for human performers
and robotic ones, which have been showed to be well suited also to educational purposes [5].
The creation of artificial art is a new and expanding field where multiple challenges remain
wide open, ranging from the actual acceptance of artificial creations as artistic products [6] to
the evaluation of the quality of the generated works of art [7]. For instance, it is usually the
case that humans are not kept in the creative loop, especially when it comes to the evaluation
of these artistic performances.

We tackle this challenge and address the complex task of artistic evaluation by trying to
extract some human-employed criteria for robotic dance performances evaluation. This work is
the continuation of a previous research on the artistic evaluation of humanoid robotic dances
[8]. Differently from the majority of studies in the field, which focuses on the automation of
robotic dance performances [9, 10, 11], we want to involve humans in both the creation and
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evaluation of the artistic composition (i.e., the robotic dance choreographies). In order to do that,
in [8] we have organized a competition aimed at the development of robotic choreographies
which has been held within the context of a Master Degree course on Fundamentals of Artificial
Intelligence1 at the University of Bologna (Italy). On a voluntary basis, students could decide to
participate in the competition by developing their own algorithm for building the choreography;
participants were also asked to fill a questionnaire to evaluate each of the proposed performances
and a winner was decided based on the responses. Alongside, answers to the questionnaire
are used to build a public dataset which maps specific features of each choreography to the
judgement provided by the audience. We then trained different Machine Learning (ML) models to
learn relationship between choreography features and evaluation score; we have also inspected
these models to rank the importance of each feature, to help both human choreographers and
AI algorithms to understand which aspects of a performance are more likely to increase its
appreciation from the audience.

This analysis revealed that one of the aspects with greater impact on the human evaluation is
the musical element incorporated in the dance. Hence, we decided to explore new directions
involving multi-modal creativity. The idea is to propose that the creative process of developing
a robotic choreography during the challenge should be effectively paired with music generation
techniques, based on the feature importance analysis. In this way, both human artists and AI
algorithms would be able to better integrate the music within the performance, thus achieving
more impact on the audience.

2. Related Work

2.1. Humanoid Robotic Dance Automation

Humanoid robots have been employed in a variety of social tasks including, but not limited to,
healthcare [12] and education [13, 14]. Likewise, dance is considered to be an important part
of our social activities, therefore many research works on the development of robotic dance
automation started to emerge aiming both at entertainment and human-machine interaction.
Thanks to their ability to move in a physical environment and to mimic human-like actions,
humanoid robots such as NAO2 are the perfect candidate for these tasks. However, among the
collection of works that have been proposed about robotic dances [10, 11, 15, 16, 17], the majority
of them focused solely on the implementation of balanced and coordinated choreographies,
without taking into account how a human audience would eventually evaluate it.

2.2. Music Generation Techniques

As revealed by [8], the music element has a great impact in choreography appreciation, suggest-
ing that creating musical score in accordance to the robotic dance is crucial. However, to the
best of our knowledge, no works has explicitly addressed this challenge. Moreover, automatic
music generation is still in its infancy, as it is a very complex task which involves multiple
experts with different roles, starting from an initial phase of composition up to the final mixing

1https://www.unibo.it/en/teaching/course-unit-catalogue/course-unit/2022/446566
2https://www.aldebaran.com/en/nao
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and mastering step. See for instance, Ji et al. [18] who propose a taxonomy based on three
incremental levels: the score generation, the performance generation, and the audio generation.

A wide plethora of different techniques ranging from Genetic Algorithms [19, 20] to Swarm
Intelligence [21], Markov Chains [22], and Artificial Neural Networks [23, 24] have been
successfully applied in the past years both to the most common unconstrained generative task
and to some of its variations – e.g., melody generation based on a given harmonic progression
[25, 26] and vice versa [27], but also real-time improvisation along with a human performer
[28]. However, mainly due to the higher complexity of audio signals with respect to scores, as
well as a lack of proper audio generation datasets, most of the research have been focused on
the top level only rather than developing a full, end-to-end approach.

2.3. Artistic Evaluation of Performances

Due to its subjective nature, the evaluation of art works and performances is known to be a
very complex task. As pointed out in [29], being there no objective methodology to compare
the results of models involved in the production of new art pieces, the vast majority of the
approaches is based on surveying human responses with ad-hoc questions and scales.

As a matter of fact, various measurement tools have been proposed in the last decades in
order to assess the quality of dance performances [30, 31]; still, most of them are specifically
designed to evaluate human skills rather than mechanical subjects. An exception can be found in
recent works by Gemeinboeck [32, 33, 34], which specifically focus on the perception of robotic
body and movements; similarly, the Likert-like questionnaire proposed in [35] intentionally
addresses the evaluation of robotic dances. This last questionnaire in particular, integrated with
additional questions regarding the use of the surrounding space and the overall theatricality of
the choreography, as well as its level of human reproducibility, was used in our previous work
[8] in order to assess the importance of various aspects of a robotic dance performance in its
success among social groups coming from different academic backgrounds.

Similarly, as regards evaluation techniques, the field of automatic music generation is dom-
inated by listening tests followed by Likert-like questionnaires about the pleasantness and
naturalness of the proposed audio track [36, 37, 38]. An interesting usage of this kind of evalua-
tion can be found in [29], where the authors gathered data from human annotation of more
than a thousand computer-generated records based on a 1-to-5 scale and eventually used this
data to build a classifier aimed at helping the generative model to filter out unpleasant tracks
before returning them to the users. For a broader perspective on machine-generated music
evaluation, [18] provides an extensive review of the most important techniques.

3. Robotic Choreography Creation

As illustrated in [8], during the last years, we proposed the idea of a challenge aimed at the
creation of robotic choreographies. This was motivated by the belief that a synergy between
technical and creative areas, such as those of AI and dance performances respectively, would
increase students’ participation as well as providing them with new perspectives and transversal
skills. The competition was based on voluntary participation, with students covering both the



roles of choreography creators and audience; the winning team was elected during a final voting
day.

Participants of the challenge are asked to work in group on the development of a choreography
within a simulated NAO robot environment. To encourage diversification among groups, no
limitation about viable technique is given, although the larger part of performances were built
upon those seen during the course, i.e., Planning, Search Strategy, and Constraints. The whole
set of competition rules and guidelines has been described in [8]; in any case, what it is expected
from students is to implement a system which, given a fixed initial state, a goal, and a set of
requirements – e.g., duration of the choreography, mandatory positions, etc. –, is able to return
a sequence of actions and transitions that respect the balancing and coordination constraints of
the robot, thus avoiding any kind of possible inconsistency between subsequent positions.

3.1. Multi-modal Creation Perspective

So far, the challenge focused exclusively on its dance component. Indeed, no requirements
on background music was given, leaving each group the freedom to select any piece of music
suitable for the choreography – provided, of course, that it respected the total time limit.
However, we plan to start employing a new modality, that is asking teams to generate their
background music using state-of-the-art AI-based tools. This has the dual aim of exploring
multi-modal art creation – thus increasing the levels of expressive freedom of students – while,
simultaneously, allowing team members to freely synchronize their choreography with the
underlying music beat, an aspect which has been found to be positively correlated with a higher
aesthetic appeal of gymnastics and acrobatics performances [39, 40, 41].

Thanks to the emergence of recent neural architectures based on improved attention mech-
anisms, multi-modal inputs started to be employed in all kind of generative tasks [42], in-
cluding robotic dance. [43] integrates visual and non-visual information to increase robots’
self-awareness on aesthetics movements, similarly to what a human would do in front of a
mirror; [44] exploits an integrated input source of past motion and music in order to better
condition the generative process; [45] focuses on the integration of music context to help the
model create a performance which correctly matches the musical elements. However, to the
best of our knowledge, nobody within the field of robotic dance automation has ever made
attempts to use this variety of input sources neither for an educational purpose nor to develop
new forms of human-machine interactions where the AI software does not perform end-to-end
generative tasks, but rather it serves as a enabling tool to improve human creative skills. Indeed,
with this new challenge modalities, we expect students to form larger groups where members
can focus on the artistic task they prefer, hopefully allowing them to increase both their creative
and teamwork abilities.

4. Robotic Choreography Evaluation

As previously stated in 2.3, the evaluation of art works and performances is a complex task.
This entails that dance researchers and choreographers lack of a formal knowledge that might
help them to create more aesthetically pleasing performances. For this reason, two different
audiences – one with a scientific (𝑆) and one an artistic (𝐴) background – were asked to evaluate



the challenge participants’ works respectively to both the structure of the choreography and
the behaviour of the robot performer [8]. We collected this data into two different datasets,
one per type of audience, and eventually analyzed it with machine learning methods in order
to extract the features that best predicted a success for the performance. The two datasets
are publicly available3; both of them are composed by 403 records – 31 attendees to whom 13
choreographies were submitted –, each one encoding 20 different features concerning various
aspects of a choreography such as, e.g., its duration, the number of movements it contains, the
background music genre, the AI technique which was used, etc.

4.1. Feature Importance Analysis

The data analysis phase started with a straight-forward prediction task aimed at assessing
whether or not machine learning models would have been able to extract informative patterns
from the input features. Four different symbolic and explanatory models were taken into
account in order to handle both the low amount of data and the open issue of interpretability in
sub-symbolic AI. Among all, Gradient Boosting performed the best, thus it came as a natural
choice for the subsequent task of feature importance analysis.

This analysis highlighted interesting trends. Some features such as time duration, music
bpm and music genre showed a higher impact both in the 𝑆 and in the 𝐴 datasets (see 1),
confirming our idea that background music strongly influences the pleasantness of a robotic
dance performance. Similarly, other music-based features exhibited not only the significance
of audio information in the overall evaluation, but also how this significance differs between
the two social groups, with certain music genres influencing the scientific group more than the
artistic one, and vice versa. Apart from those, even features directly assessing choreographic
elements confirmed that members of the two audiences systematically leaned on certain aspects
of the performance rather than others when judging its aesthetic quality. A more exhaustive
analysis of the audience responses, along with a more detailed description of the evaluation
questionnaire and dataset structure, can be found in [8].

Figure 1: This figure illustrates the feature importance analysis for two target analyzed in [8], respec-
tively the choreography public involvement and the human reproducibility as an average of both the
analyzed audiences (i.e., 𝐴 and 𝑆).

3https://github.com/ProjectsAI/NAOPlanningChallenge/tree/main/datasets
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4.2. Multi-modal Evaluation Perspective

As already mentioned in 2.2, fully automated music generation tools seem to be far from
being achieved in a short time span, especially if our aim is to keep the human in the loop.
Nonetheless, not only we can try to experiment with some existing techniques for the sake
of educational purposes and based on the previous feature importance analysis, but also we
should design proper ways to assess the artistic quality of both the generated music and the
overall multi-modal artistic product.

As in any other creative task, most of the evaluation methodologies for automated music
generation are based on subjective judgements [18], thus they require human involvement.
However, annotators are rarely asked to express an aesthetic opinion on the track, but rather
they are simply required to discern machine-generated from human-generated pieces of music.
In our case, the technical aspects of the song must be given for granted, with the audience being
explicitly asked to assess its artistic traits. So far, works regarding the aesthetic evaluation
of music mainly focused on the music performance [46], while in our case the performance
is strictly choreographic and does not comprise any live musical act; quite the opposite, in
our case we do not even care about the songs on their own, but rather on how well do they
conform to the choreographic elements in terms of rhythm and mood. For this reason, we
will need to extend the set of questionnaire topics taking into account this specific integration
aspects between dance and music. Previous results demonstrate the strength of integrating
complementary sources of information in different tasks such as artistic recognition [47] and
creation [48], and also indicate the potential of applying multi-modal approaches within specific
research areas like the artistic evaluation one.

5. Conclusions

The role of AI in creative activities is becoming more and more central. Within the field of
robotic dance performance, this is manifested by the large number of studies on computational
dance automation and humanoid robotic dance. We claim that this research area can particularly
benefit from AI when humans are kept in the loop, both in the creative and in the evaluation
process. Furthermore, starting from one of our previous works aimed at discovering correlations
between certain features of a choreography and its success among a human audience, we address
the issue of multi-modality. Indeed, since musical elements emerged as having a large impact
from our feature importance analysis, we argue that the creative aspect must comprise music
generation as well. Even though very few AI-based tools exist for assisting non-professionals
to create musical tracks from scratch, we provide some future directions on how to build such
integration and, eventually, how to evaluate it with appropriate questionnaires. The final
purpose is twofold, since we would like both to explore new creative paths where humans ideas
can be broadened by the use of AI software and to foster awareness about which aspects of a
choreography correlate with a major impact on the audience.
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