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Abstract  
In recent years, image captioning has progressively received attention by various   researchers 

due to the speedy progress of AI, and become a remarkable task. Image caption automatically 

generates textual description in line with the contents ascertained in a picture, which is the 

association of knowledge of computer vision (CV) and natural language processing (NLP). 

This paper gives a precise view of different architectures, benefits, and limitations of these 

architectures. It also provides different datasets and performance assessment criteria used in 

this field. Finally, this review paper discusses several unsolved issues in the image captioning 

task. 
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1. Introduction 

Deep learning has received the greatest attention over the last decade as a result of its capacity to 

expand and solve problems that were not solved previously. Explaining images with captions has 

impacted many applications and it has become an important area of research for many people, who 

connect via media as a language. This would lead to creating a need for variation in architectures that 

can be converted to sentences. From a CV & AI perspective, there is a need to bridge the semantic gap 

among low-level visual and high-level abstract data. Image captions are a common technique for filling 

semantic gaps in many real-world applications. 

Image captioning has recently become an important area of computer vision and attracted the interest 

of researchers. Image captioning automatically generates textual description of contents from an image 

in a syntactically, semantically and meaningful or expressive way, indirectly it tells us what the picture 

is all about. The job of image captioning is straightforward – a single sentence should be generated as 

a output which describes what is in fact presented in the image – the things existing, the activities being 

performed, the correlation among the things and their properties etc. This survey purposes to present a 

broad summary of image caption generation models and recent developments in these architectures. 

The remainder of the paper is arranged as follows. Section 2 discusses image captioning architecture 

and models as well as recent developments in it. Section 3 discusses the challenges of image captioning. 

Section 4 introduces benchmark datasets and compares the results of various models. Different 

evaluation methods are discussed in Section 5. Section 6 outlines the review of existing work and 

suggestions for future direction. 
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2. Classical Models 

We conducted a wide review of the literature on image captioning and classified the models 

according to their approaches for language generation. 

 

2.1 Retrieval based caption generation model 
 

Earlier Retrieval based image captioning task was common work for captioning purpose. In this 

method one or set of sentences are retrieved for the given query image from the pre-specified pool of 

sentences. Image caption generated is either a combination of sentence from the retrieval ones or it can 

be a description which is already presented. 

[1] The author of this paper offered a novel strategy which does not rely on any classifiers, object 

detectors or any handwritten rules for generating image description like human. The Stanford CoreNLP 

toolkit is used to process sentences in the dataset, from which a list of phrases for each image is 

produced. This method generates a set of query images and generates a description for the query image 

by doing image retrieval based on global image features. Here the model is being trained to predict the 

relevance of sentences. Then this model is used for selecting phrases from ones which are associated 

with the retrieved images. At last, based on selected relevant phrases, description sentence is generated.  

[2] Image captioning was exhibited as a ranking task by Hodosh. To integrate images and text into 

a common region, the author have used Kernel Canonical Correlation technique, in which the maximum 

training images and captions are correlated.Similarities between images and descriptions are calculated 

in the novel common area to generate the top-ranked query image description. 

[3] The author presented a model that uses deep, multimodal embedding of visual and natural 

language data to retrieve images and texts in the both directions. Their model embeds sentence 

fragments and objects present in image into a common area. 

 

 

2.2 Template based caption generation model 
 

The template-based captioning paradigm has a long history, where each piece of sentence is aligned 

with the words received from the image content and the description is constructed using the pre-defined 

language templates. 

 

[4] Author introduced novel method for generating a short description sentence from an image. The 

proposed architecture computes score from image, which is used to link to a sentence description to 

given image. This score is calculated by making the comparison of the assessment of meaning obtained 

from both the image and the phrase. In this approach, for the given image, based on the calculated score 

one can search for the best caption with respect to image from the large set and vice versa. As a result, 

both image description and image illustration are generated using the same approach. This space of 

meanings is one of the essential factors in their model, as it is found among the space of sentences and 

images. This approach provides a simplified sentence model for sentence generation 

[5] Author proposed an architecture which is proficient for generating natural description with 

simple and true to the image as possible.  Proposed architecture generates caption based on syntactic 

trees instead of using fixed template which generates one kind of word. Such method creates data driven 

model which is able to automatically parse and train on unrestricted amount of text and generate 

description for detected objects in proper manner. This “Midge” system is capable of deciding what 

will be objects and subjects in the description and false detection can be filter out from this based on 

statistics from co-occurrence of words and generate description as concise as possible. The drawback 

of this system is that, it often detects incorrect objects and missed the silent and un-likely objects from 

the image. 

[6] The author's method is divided into two steps.The clatter output generated by computer vision 

systems is smoothed in content planning using statistics gathered from visually descriptive natural 
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language. After choosing the contents by conditional random field to be used in generation succeeding 

surface realization step is used for searching words to describe the content chosen by previous step to 

generate description based on sentence template. Their approach is based on a graph, with nodes 

representing objects, attributes and the relationships among them. 

 

2.3 Deep neural network based caption generation model 
 

In the early work, retrieval and template-based image captioning systems were widely accepted. 

Deep neural networks were recently used to produce image descriptions, which was a major 

breakthrough in deep learning. 

 

• Encoder-Decoder image captioning Framework 

 

Recent advancements in multimodal learning and machine translation for image caption generation 

have sparked interest in the encoder-decoder technique. The encoder-decoder framework's general 

approach is to encode an image using an encoder neural network to an intermediate level, which is then 

sent as input to a RNN decoder, which will subsequently generate output in terms of sentences word by 

word. The basic model of the encoder-decoder image captioning structure is shown in the diagram 

below. 

 

  
 

 

Figure 1: General Structure of encoder–decoder  image captioning framework [35] 
 
[7]  The author described a neural image caption (NIC) system that encodes images into an intermediate 

representation using a deep CNN as an encoder. After that, a decoder known as a RNN produces 

equivalent descriptions. The author used a more sophisticated RNN model in which visual input is 

directly delivered to the RNN, making it easier for the RNN to maintain track of things described by 

text. As a result, the system's output outperformed traditional benchmarks by a large margin. 

[8]  Author presented an approach called weakly-supervised image captioning i.e. WICA. This 

approach is able to generate image caption with rich contextual information with incomplete dataset or 

incomplete annotation i.e. weakly supervised on contextual level. Using a sequence to sequence 

approach, they first apply an encoder decoder neural network to obtain the essential features that 

characterize the picture. To enhance the captioning task with contextual information they use object 

detection model Faster-RCCN detects features of objects in an image. 

[9]  The author presented an encoder-decoder framework that can combine joint picture text embedding 

models with multimodal neural language models. As a result, a word-by-word output sentence can be 

formed by providing an image as an input. For textual data, they utilized a LSTM RNN, while for visual 

data, they used a deep CNN.  

 

• Attention based image captioning framework 

 

As the image hold within a large amount of information, it is not required to describe the image's 

entire contents. For this reason, an attention-based image captioning framework is used. The 

attention model, which helps to handle this problem by extracting the essential image regions with 

respect to image context, solves the limitation of the encoder-decoder approach. Attention is the ability 

to choose one's own interests. Image captioning quality has been enhanced significantly with the help 

of attention mechanism. 

Encode the image 

by using deep 

Convolutional 

Networks 

Decode the 

encoded features 

by using Recurrent 

Neural Network 

W1,…..Wt 
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Attention based image captioning task comes with spatial attention, Semantic attention, Self-

adaptive attention etc. Figure 2 and 3 shows the pictorial representation of model with attention and no-

attention mechanism. 

 

 
Figure 2: Image Captioning Model without Attention Mechanism [10] 

 

 
 

Figure 3: Image Captioning Model with Attention Mechanism [10] 
 

[11] Author described image captioning system in which at first stage image is examined and 

signified by means of several visual regions to extract visual features/ global visual context. These 

feature vectors are provided as an input to LSTM network, where hidden states of it is used for 

predicting where the next sequence of visual focus on different regions should be and also for predicting 

sequence of generating upcoming word in the caption through scene specific language model.  

[12] GLA: Global-local attention approach for generating image captions was introduced by the 

author, and it generates more relevant image captions. The proposed method focuses on key regions 

which are semantic in nature with maintaining global context information via attention mechanism on 

integrated local and global features. For extraction of image features they used VGG16, for object 

detection purpose used Faster R-CNN and for language model used stacked two layer LSTM.  

[13] Author initiated novel model for captioning purpose. They proposed saliency prediction model 

that make decision on two attentive parts one is silent region and another is contextual region of the 

image for caption generation as saliency can enrich image description. These two parts cooperate with 

each other during the generation of caption and in turn can generate enhanced image description. For 

extracting high-level image features and LSTM on features and saliency map, the model uses a fully 

CNN as an encoder. 

 

• Dense captioning based framework 

 

Dense captioning based framework is the new approach for understanding of the image. Dense 

captioning deals with locating a silent region or region of interest in the image and generating regional 

language caption simultaneously.  

 

[14]  The proposed work aims to construct a deep neural network model which will reason about image 

content and representation in the natural language domain. Author initiated a ranking model that aligns 

language modalities to visual regions through a multimodal embedding. Multimodal RNN is used for 

generating description from visual data or image. This architecture performance is evaluated on datasets 

like Flicker 8k, Flicker 30k and COCO. However, the model's shortcoming is that it can only provide 

285



descriptions for one-pixel array input at a fixed resolution. Multiple saccades throughout the image can 

be used to determine all items, their interactions, and the larger context for caption generation. 

[15]  Author designed an architecture called Fully Convolutional Localization Network (FCLN) which 

is able to localize region of interest from image and defines each region with natural language. This 

model jointly solves the localization and sentence generation task. This architecture processes image 

with the help of effective forward pass which doesn’t requires external proposal of regions with end to 

end training and having single optimization round. Architecture includes Convolutional network, RNN 

as language model for description generation and novel dense localization layer which can be included 

in any neural network for image processing task with region level training and prediction like region of 

interest.  Architecture is evaluated on benchmark dataset like Visual Genome.   

[16] In this work, author proposed a unique architecture entitled Context and Attribute Grounded Dense 

Captioning (CAG-Net). This is an end-to-end architecture which uses target i.e. global and contextual 

i.e. neighboring hints for dense captioning. Contextual feature extractor and attribute grounded caption 

generator are the two components that make up CAG-Net.  

 

Figure 4. shows some illustration of the effects of image captions on the various methods proposed 

by Karpathy and Fei-fei [14], Vinyals et al. [7], Xu et al. [37] and Fang et al. [38]. The results show 

that the approach followed by Xu et al. uses additional information into encoder-decoder framework 

i.e. attention mechanism with dynamically attend salient image regions throughout the procedure of 

generating image description which gives superior performance in terms of generating  more accurate 

caption for the given images.  

 

 
 

 

[14] 

A pan filled 

with broccoli 

and meat 

A street sign on 

the side of the 

road 

A group of 

people standing 

on top of a snow 

covered slope 

A baseball player 

pitching a ball on 

top of a field 

 

 

[7] 

 

A pan filled 

with broccoli 

and meat 

cooking 

 

A stop sign on 

the side of the 

road 

 

A group of 

people standing 

on top of a snow 

covered slope 

 

A baseball player 

pitching a ball. 

      

     [37] 

A pan filled 

with broccoli 

and meat on a 

stove 

A stop sign on a 

road with trees 

A group of 

people sitting on 

a ski on a snow 

covered slope 

A baseball player 

throwing a ball in 

green field. 

 

 

[32] 

 

A pot of 

broccoli on a 

stove 

 

A yellow sign on 

a dirt road 

 

A group of 

people posing for 

a picture on a ski 

lift 

 

A baseball player 

throwing a ball. 

Figure 4: Example of image captioning results on different approaches. 
 

• Scene Graph image captioner framework 

 

Although deep neural networks have recently showed promise in the image captioning challenge, 

they don’t utilize the structural visual and textual knowledge inherent inside an image explicitly. So, 

the concept of scene graph comes into a picture. Scene Graph comprises of structured semantic 

information of an image.  
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[17]  Author introduced unique Graph Convolutional Networks - Long Short-Term Memory (GCN-

LSTM) design that fuses the modelling visual relationship for captioning task with attention-based 

encoder-decoder framework.  As modelling relationships associated with objects in an image ultimately 

plays supportive role for describing image. In this, semantic relationship and spatial relationship of 

objects are integrated into image encoder. Precisely they construct spatial/semantic graph with directed 

edges based on detected objects spatial and sematic relationship and representation of objects region 

detected by faster R-CNN are then refined by graph structure using Graph Convolutional network. Here 

vertex defines each region and edges define relationship between them. By learning those regions 

features, proposed architecture take advantage of LSTM with attention mechanism as a decoder for 

generation of sentence.  The architecture is evaluated on MSCOCO dataset.  

[18]  The author proposed the Scene Graph Auto-Encoder (SGAE), a revolutionary unsupervised 

learning approach that incorporates inductive bias into a dictionary.This language inductive bias is 

included in to fundamental encoder-decoder architecture to generate more human-like caption, which 

in turn work as re-encoder for generation of language. This ultimately results in improvement in the 

performance of encoder-decoder architecture. The performance of SGAE designs is tested using the 

MSCOCO benchmark dataset. 

[19]  Author presented a novel framework named as Scene Graph Captioner (SGC) for captioning 

task. This framework is capable of capturing the structural semantic visual scene through objects, its 

attributes and relationship between those objects. First Author developed methodology to generate 

scene graph based on different parameters of objects. Second, they suggested Scene graph captioner 

incorporates high-level graph and visual attention information into a deep captioning framework. The 

author presented a system that can capture semantic notion and graph topology by inserting scene graph 

into structural representation. They create a scene graph driven method for constructing graphs with 

attention in advance. Finally, an LSTM-based architecture turns the information into a description. By 

using high-level concepts and the attention clustering region, SGC is able to build descriptions based 

on graph-based construction. The MSCOCO dataset was used to test the proposed methodology. 

[20] The author developed a unique model for high-level image understanding called Context-based 

Captioning and Scene Graph Generation Network (C2SGNet). The model at the same time creates scene 

graphs as well as natural language descriptions from images. The performance of the C2SGNet model 

was assessed using the Visual Genome data set as a benchmark dataset. However, the C2SGNet model 

has the limit that the context information for each layer is only available from the lower layer, not the 

upper layer.  

3. Challenges on Image Captioning  

Human is capable of easily classifying contents in the scene and describing the same in natural 

language description. But this is quite difficult for computer system to perform the same task. Computer 

system can identify activities of human in a video to a certain level [21]. But the task of automatically 

generating visual scene description has remained unsolved. Furthermore, despite the fact that human 

action identification is a well-studied topic in CV, interpreting complex and long-term human activities 

automatically is a difficult challenge. [22].  

 

 

 

 

Other major challenges include:  

 

• Identifying the reasonable details of visual contents of image and interaction of the detected objects 

is a challenging task. Occasionally some refine actions are tough to detect for vision technique or it 

is non-visible. For example, it may create difficulty in interpreting the human activity in an 

image/video due to unclear boundaries and occlusions of interactive objects. 

• The current architecture is primarily concerned with the problem of visual description. Designing a 

visual understanding system, like visual reasoning and visual question responding, to think one step 
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ahead would be more engaging. Such high-level visual understanding systems are estimated to 

function well in afterward. Generation of inaccurate natural language description of image due to 

reasons like failure to recognize the unpredicted objects or views, singular v/s plural errors in the 

textual description, though some word are not present in the image their presence are usually 

associated with each other, absence of visual temporal informal leads to improper action detection 

in image/video. 

4. Datasets  

Data are the base of AI. For assessing the performance of classification approach, number of 

benchmark datasets has been proposed. Many datasets have been built mainly for image/video 

captioning task. The number of photos in each dataset is shown in Table 1. 

 MSCOCO 

MSCOCO [23] is the most often used dataset for the captioning of images. There are 82,783 training 

images, 40,504 validation images, and 5 human-annotated descriptions per image in this dataset. 

Furthermore, all descriptions in the training set are transformed to lowercase, and some unusual words 

that appear below 5 times are surplus, which results in a total dictionary of 10,201 different words in 

the dataset. 

 Flicker 8K 

 Flicker 8k [24] image derives from the Flicker site which is the Yahoo’s photo album site. Flicker 

8K has an image volume of 8,000 images, with 6000 images for training, 1000 images for verification, 

and 1000 images for testing. The image captioning result by Jia et al. [36] on Flicker8k dataset are 

presented in Figure 5. 

 

Ground Truth Caption:  

A little boy runs away from the approaching waves of the ocean. 

 

Generated Caption:  

A young boy is running on the beach. 

 

 

Figure 5: Image Caption result by Jia et al. [36] on a sample image of Flickr8k dataset. 
 

 Flicker 30K 

Flicker 30k [25] contains 31,783 images, all of which were gathered from the Flicker website. It has 

a total of 28000 images intended for training, 1000 for verification, and 1000 for testing. These images 

are typically representing people participating in an event. For each image, the equivalent human 

annotation is still five sentences. 

 

 Conceptual Captions Dataset 

The Conceptual Captions dataset [26] has around 3.3 million images for training, validation, and 

test set 22530. The image captioning dataset has roughly 3.3 million examples, which is far larger than 

MSCOCO. It has a broad variety of images, including nature images, professional photos, cartoons, and 

drawings. Its captions are based on descriptions extracted from original Alt-text properties, which have 

been automatically converted to make a balance of cleanliness, in formativeness, and learnability. 

 

 Visual Gnome 

Visual Genome is a database, a knowledge base, and an ongoing challenge that aims to link 

structured image concepts to language. The Visual Gnome dataset contains 108,077 images, with an 

average of 35 objects, 26 attributes, and 21 pairwise associations between objects in each image. 
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Table 1 Statistics of images count in every dataset. 

Dataset Name 
Total 

Volume 

                  Overall Images 
Train Valid Test 

MSCOCO 330K 82783 40504 40775 

Filckr8k 8091 6000 1000 1000 

Filckr30k 31783 28000 1000 1000 

Conceptual Caption 3.3 M 3.3 M 28355 22530 

Visual Gnome 108077 - - - 

 

5. Evaluation Metrics 

The quantitative findings of certain representative methodologies are presented in this part, which 

highlights many types of widely used metrics for evaluation. Evaluation of image captioning methods 

is a not easy task. Capability of image captioning system can be compared in terms of how generated 

sentence is close to the human generated sentence and in semantic correctness also. Widely adopted 

evaluation metrics are BLEU [30], ROUGE [33], METEOR [34], etc. BLEU@N [30], METEOR [28], 

ROUGE-L [29], CIDEr-D [31], and SPICE [27] are five usually used metrics for quantitatively 

analysing the outcome of image or video captioning. 

 

 BLEU (Bilingual Evaluation Understudy) 

The evaluation metric used to assess the quality of generated text is BLUE. For this, bleu employs 

a measure in which each text is compared to a set of reference texts written by humans. On the other 

hand, there is no need to pay attention to syntactical accuracy while determining the proximity of a 

system's generated description to ground truth and a score assigned to each of them. Finally, the quality 

of the created text is assessed using the computed average score.  

 

 ROGUE (Recall-Oriented Understudy for Gisting Evaluation) 

Rouge metric match generated sentences words pair, words sequences and n-gram with the human 

annotated reference sentence. ROGUE is also available in several tasks specific terms like ROUGE-W, 

ROUGESU, ROUGE-1, 2. For small description ROUGE-SU and ROUGH-2 provides better 

performance. ROUGH-1and ROUGE-W is good for single document evaluation. Limitation of ROGUE 

is to compute on multi-document text summarization. 

 

 METEOR (Metric for Evaluation of Translation with Explicit ORdering) 

 METEOR metric is used to compute machine-generated language. The concept of a generalized 

unigram match is used by METEOR metrics. This is done by comparing the machine-generated text to 

human-annotated sentences. If there are several references, the similarity score for each is examined, 

and the best score among the separately calculated ones is chosen. 

 

 CIDEr 

Aside from the measures stated above, CIDEr is an essential metric for image and video captioning. 

For each N-gram, the CIDEr metric applies a Term Frequency Inverse Document Frequency (TF-IDF) 

weighting to determine the consensus in image or video captioning. The assessment measures 

BLEU@N, METEOR, ROUGE-L, and CIDEr-D are mostly subtle to N-gram overlap. For two 

sentences to express the same meaning, this is neither essential nor sufficient. To solve this problem, a 

new evaluation metric known as SPICE is introduced.  
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 SPICE 

The SPICE metric was recently designed to assess how well captions recover objects, properties, 

and relationships between objects in scene graphs that more closely resemble human judgment. 

 

Table 2 gives a brief of the performance of image caption models on the MS-COCO, Flicker 8K, 

Flicker 30K, PASCAL and SALICON image dataset in terms of BLUE, METEOR and CIDEr, 

respectively. Models shown in the given table mainly adopts the architecture of CNN-RNN and CNN-

LSTM architecture. From Table 2, conclusions could be made: GCN-LSTM [17] evaluations on COCO 

and [13] on the PASCAL database achieves high performance compared to other attention and non 

attention-based approach. As expected, in [17] CIDER points increased to 128.7% when improved with 

CIDER-D score. It is a unique design of Graph Convolutional Networks and Short-Term Memory 

(GCN-LSTM) that integrates the modelling visual relationship for captioning task with attention-based 

encoder-decoder framework. As modelling relationships associated with objects in an image ultimately 

plays supportive role for describing image. 

 

Table 2 The results of several models on various benchmark datasets. BLUE-1, BLUE-2, BLUE-3, BLUE-
4, METEOR, ROUGE-L, and CIDEr are represented by the metrics B@1, B@2, B@3, B@4, M, R, C. 
 

 

 

6. Conclusion and Future Perspective 

Reviewed several image captioning models and their limitations in this paper. Different benchmark 

datasets and evaluation measures were also presented and discussed. The results of numerous 

approaches applied to various datasets are illustrated, and several issues in image captioning are 

explored. The major flaw in recent work is that it is unsuccessful in constructing context combinations, 

and it has a major constraint in generating relationships among the many components in the image. The 

main reason behind this is that the context is not defined effectively and recurrent units are not able to 

generalize and recognize them. Though there is huge success achieved in recent years in image 

Reference Dataset B@1 B@2 B@3 B@4 M R C 

[7] COCO - - - 27.7 23.7 - 85.5 
[8] COCO 30.9 17.1 10.6 7.1 - - - 

[11] COCO 72.4 55.5 41.8 31.3 24.8 53.2 95.5 
[12] MSCOCO 72.5 55.6 41.7 31.2 24.9 53.3 96.4 

FLICKER 8K 57.2 37.9 23.9 14.8 16.6 41.9 36.2 
FLICKER 30K 56.8 37.2 23.2 14.6 16.6 41.9 36.2 

[13] SALICON 69.2 51.4 37.2 26.9 22.9 50.4 73.3 
COCO 70.8 53.6 39.1 28.4 24.8 52.1 89.8 
FLICKER 8K 

(VALIDATION) 
62.8 44.5 30.2 19.9 20.3 46.5 50.1 

FLICKER 8K(TEST) 63.5 45.6 31.5 21.2 21.1 47.5 54.1 
FLICKER 30K 

(VALIDATION) 
61.3 43.3 30.1 20.9 20.2 45.0 44.5 

FLICKER 30K(TEST) 61.5 43.8 30.5 21.3 20.0 45.2 46.4 
PASCAL-50S 82.4 70.2 57.5 45.7 32.9 66.3 70.7 

[14] MSCOCO-2014 62.5 45.0 32.1 23.0 19.5 - 66.0 
FLICKER 8K 57.9 38.3 24.5 16.0 - - - 
FLICKER 30K 57.3 36.9 24.0 15.7 - - - 

[17] COCO 80.9 65.5 50.8 38.3 28.6 58.5 128.7 
[18] MSCOCO 80.8 - - 38.4 28.4 58.6 127.8 
[19] MSCOCO 67.9 49.3 34.7 24.3 22.2 48.8 75.4 
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captioning still there is a big room for enhancement. Future work must be progress in the direction of 

building context and generalization, with more accurate textual description generation. Another serious 

issue is the time it takes to train, test, and generate textual descriptions for the model in an efficient 

manner to increase performance. Another future direction will be to design a system in such a way that 

it is capable of describing an image by summarizing object relationships even if some objects are not 

precisely recognized or absent.  
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