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Abstract 

Cloud computing is the on-demand availability of computer resources, especially data storage and 

computing power, without direct active management by the user. The term is generally used to 

describe data centers available to many users over the Internet. It has various challenges, to solve 

the challenges, new technology is introduced by transferring the cloud into an edge server. For 

making massive changes such as reduced latency into the current system of cloud computing by 

introducing the latest automation. And this is time that we know which will be the most effective 

algorithm as there are quite a few of them are currently being studied. So as to find an algorithm 

that works the best for offloading different tasks. There are already many simulators that can 

simulate network activity at various levels comminute. Starting with current simulators, a significant 

programming effort is required to create a simulation tool that meets all requirements. Designing a 

new edge computing tool, on the other hand, will provide several technological challenges. A new 

simulator tool called  EdgeCloudSim is particularly intended for edge computing frameworks to 

help overcome these hurdles. It satisfies the demand for edge computing, which is dependent on 

both computational and networking factors. There are numerous aspects to estimate. Edge 

computing using EdgeCloudSim. In this paper will be observing different algorithms already present 

to find the best approach for future use in the study of Edge Cloud Computing and for practical uses 
 

1. Introduction 

Edge computing covers a broad spectrum of concepts. The purpose of edge computing is getting 
assistance in offloading tasks from a neighboring edge server in close vicinity to the client for time-

sensitive activities and mobile computing, edge computing offers a clear benefit. Accomplishing the 
whole task or some proportion of the task on the edge server will be remarkable precedence for the 
resource-restricted mobile devices. 
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Whereas, edge computing also provides little transmission delay as the clients do not have to enter 

WAN (Wide Area Network). New Schemes are being devised by the researches in the edge computing 
for the execution of the innovative approaches in the field of edge-cloud computing with technical 

characteristics that are important as a result, the researchers had to employ a realistic cloud environment 
to test their methods. However, owing to the constraints, using a genuine cloud environment would not 

be an efficient or cost-effective solution. Edge cloud can potentially be used in the field of edge 
computing to examine each and every diverse kind of issue. And this solution of the problems can be 

done in any timeframe. Changing the position where the task needs to be offloaded will make reduced 
time for the task which is it can narrow the time scale because the edge server does this work. Estimating 
the innovative design within a broad timeframe can be done using EdgeCloudSim.    

IT (Information Technology) section has grown well in recent years. As the resources are extremely 
afar from the IoT (Internet of Things) devices. Data that is supposed to be exported to cloud should be 

in real time if not will further increase the latency. But so as to resolve the limitations of the cloud 

computing a new paradigm has come into the scene which is edge computing which further p rovides 
transportation of data in real-time with storage capabilities at the edge computing network which is on 

close proximity to the IoT devices. Due to decrease in the latency gaps, the offloading tasks can be 
completed in real-time and edge server also provides better streaming services such as Amazon Prime 
as they are bandwidth-intensive.    

Fuzzy Logic (FL) is a method devised to reason the assigning of the offloading task to a particular 
server as it has human reasoning in it. Fuzzy logic further deals with numerous input and output 

variables. The basic idea behind the extraction of the problem to a certain level so that it can be 
recognized is what fuzzy logic does Fuzzy logic is modeled in such a way that it can indistinct all the 

details which are more relevant. Therefore, for a multi-objective optimization problem with multiple 
parameters, this is the most suitable method. It is often effortlessly accepting the conditions of the 
system providing flexibility to the system.  

In this paper will we go through all the cloud computing algorithms which provide as an effective 

solution. We will be comparing the algorithm on different basis to extract the best algorithm for future 
use while choosing the best simulators for this survey.  

  

2. Literature Survey 

In the following subgroups, studies are run on task offloading in Edge-Cloud computing, Workload 
Orchestrator, the applications are served in edge or cloud simulations already in use where the way on 

how real time access of the services can be provided, the effectiveness of fuzzy logic are reviewed and 
discussed.    

Due to the increasing admiration of this paradigm many simulators are being introduced [2]. 

Computational models are provided for the unrealistic cloud surroundings by the simulators. CloudSim 

[1], GreenCloud [3], and iCanCloud [4] are three prominent cloud simulators. CloudSim was created 
with Infrastructure-as-a-Service cloud computing environments in mind [1]. It allows you to simulate 

cloud components such as data centers, hosts, and virtual machines. Edge computing situations are 
distinct from traditional computing scenarios as these tasks do not need much time. Mobile devices 

offload tasks to the sting server, which are often handled at sub-second periods. Because the jobs are so 
little, generating a new VM for each request is inefficient. Green Cloud is an extension of NS2[3]. 

GreenCloud can implement the whole TCP/IP protocol reference model because it is an extension of 
NS2. Implementing the complete TCP/IP protocol reference model allows the energy modeling on 

network switches and connections. However, this adds cost to the system in terms of memory use and, 
as a result, simulation time, which is an impediment for GreenCloud.    
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The primary goals of iCanCloud are performance and scalability, in order to allow simultaneous 

simulation runs. It provides simulation of the computational elements of virtualized cloud systems, 
much as the other simulators. Edge computing solutions feature different user characteristics and hence 

topological properties in comparison with cloud systems. Cloud computer simulations address mobility, 
but users of such computing systems are mobile. In these simulations, the end -to-end transmission 

latency is generally regarded as a static number. But the connection between mobile users and therefore 
edge devices require wireless interfaces which require further network modeling. In addition, when 
considering IoT devices, apps used in edge computing also have different features.    

Wang et al. [14] proposed in his work about the computational and communications are intended only 
for all the homogeneous resources [15], presented a method which aims to decrease the communication 
and computational delays which can be done as we migrate the VM to an unloaded server.    

A priority-based facility that precedence according to the limit is constructed by Azizi [16] which is 

why nearest deadlines should be scheduled first. Their assessment does not justify the problem when 
the system is working on many IoT devices with the help of different resources. This work basically 

considers computational and communication demands. Sonmez et al. [12] this proposal includes Fuzzy 
logic, as it focuses more on the delay factor and on needs for computing and communication. In this 

approach, task offloading will potentially target the latency-sensitive applications whereas this does not 
include resource heterogeneity. Roy et al. [18] this method is aimed at lowering latency and load 

balancing across several edge nodes during execution. It proposed strategy resource heterogeneity is 
taken into account as it helps allocate tasks to an appropriate edge node according to the need of the 

tasks. In the last several years, there is much attention it was given to resource heterogeneity. Nan et al. 
[17] Lyapunov techniques have been proposed that assure the accessibility of the edge resources and 

thereby guarantee that the job is processed restricted. Whereas, this proposed technique does not include 
the impacts from the latency-sensitive applications. But it solves all the problems the algorithm aims to 
do as it reduces the cost for renting the cloud services by using edge resources.   

Orchestration is a new concept in edge computing that is overly broad of a concept that has been 

compromised on several levels. An edge orchestrator will certainly also be used to serve a limited scope. 
Hegyi et al. proposed the method of solving the application deployment problem on the edge using 

application orchestration. [5]. Karagiannis et al. In this system the edge cloud orchestrator decide which 
edge server should be given which application [6]. This system takes into consideration some 

parameters such as network latency or remote server capabilities. And the workload orchestration is 
one that potentially decides where the task will take place [7].   

Hosseini et al. [9] proposed a method in which they used the fuzzy logic approach as it helps get the 
average of the parameters. Moreover, the offloading ratio is calculated using the 2 parameters which 

are link delay and Signal-to –Noice Ratio (SNR). It operates on different layers as it also focuses on 
different decisions. Fuzzy logic is one of the most effective methods. Rathore et al. Used fuzzy sets to 

make an algorithm for security service [10]. Uses of Fuzzy logic gain the trust of the vehicle for the 
vehicular ad-hoc networks. [11]. in the last few years, fuzzy logic and workload orchestrator has been 

studied. Flores et al. approached a fuzzy-based approach used for code offloading which basically 
means that this approach uses fuzzy logic to decide whether offloading of the task should be done on a 
mobile device or the cloud server. [8].  

3. Edge Cloud Sim 

A modular architecture will be provided by EdgeCloudSim which will potentially provide support to 

Model mobility Wi-Fi, WAN, and equipment. EgdeCloudSim has five main accessible modules - Core, 
Network, Load Generator, Mobility and Edge Orchestration. The Individual module accommodates 

default implementation which can effortlessly be expanded that will essentially help at prototyping fast 
which may reduce a lot of effort.    
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1. Core Stimulation Module –in this module, the original file will load and perform the edge 

computing scenario.    

2. The Edge Orchestrator Module - all the information collected by other modules are used in 

this module, so as to decide where and how can we handle client requests.    
3. The Networking Module - The basic working of this module is more likely to be a single 

model server queue. The transmission delay in WAN and WLAN for both uploading and 

downloading data is considerably handled in this module.     
4. Modular mobility - Edge device locations and customers are all managed by this mobility  

module. The focus of CloudSim is mostly using the concepts of traditional cloud framework 
never considers mobility.    

5. Load Generator Module - Generation of different tasks with the available configuration is 

done in this module. According to Poisson distribution, the jobs are all created using the 
active/idle model defined by generating pattern.   

  

The main function of a simulator is to compare each model's performance currently present takes into 

account the several facets of the models. Three configuration files are used by EdgeCloudSim to reduce 

the Programming work is reduced, and the model is more configurable. The first file employs key-value 

pairs as parameters such as simulation time and device count. The second file describes about the 
applications of XML descriptions in simulations. In the load generator model, the characteristics of the 

applications are used. The third file- in the XML format the location of the edge data centers and 
credentials of the edge devices are provided. EdgeCloudSim allows its users to use individual 
simulators, which simplifies the setup and execution of experiments.   

 3.1. Extensibility 

Extensibility allows developers an environment that can be customized according to the demands of the 

users it also allows developers to change behavior without substituting the original code. When the 
extensibility is low, it will become acquainted with the specifics of the current architecture. The creators 

do not intend to utilize the currently accessible tool. EdgeCloudSim helps us to make new modules by 

integrating them for their personnel use by factory patterns which essentially helps to combine the 
components. As the figure 1, the concrete implementation is provided as the scenario factory class also 
handles the creation logic.  

 

Figure 1: Factory pattern for simulation scenario [13]. 

  

Personal modules about the simulator can be used. This class will be help in modelling our custom 
modules.    
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In the single-tier architecture, the offloading of the devices is only limited to the closest edge datacenter. 

This further leads to congestion at the most attractive places (which means that a greater number of 
users are present). That leads to more task failure in the failure of the single-tier architecture in places 

with a greater number of users. Moreover, the service time keeps on increasing due to the congestion 
in that area. Because the various tasks may be offloaded to cloud servers, two-tier designs produce 

better outcomes than single-tier structures. In this approach, a probabilistic method is introduced by 
Sonmez et al., which is further used to decide offloading tasks which should be allocated to the cloud 

servers. The edge orchestrator helps the two-tier architecture to route offloading activities to any of the 
edge data centers in the network alike.    

4.  Fuzzy Logic Concept  

4.1. Fuzzy Variables 

The inputs are defined by the fuzzy system This concept's inputs include virtual machine usage, task 
length, the quantity of data to be transmitted for each job, and delay sensitivity.   

1. WAN Bandwidth- The WAN Bandwidth is an essential indication when offloading work to 

the cloud server.   

2. Task Length- The length of the task influences the time required to complete it.    

3. Delay Sensitivity of Task- Taking longer time to execute a task is a reason for delay 

sensitivity.    

4. VM Utilization- The information regarding the edge server's computational capacity at that 

point of time is determined by the VM utilization figure.If the threshold utilization if the 
number of edge servers exceeds the threshold level, the edge server is deemed crowded.    

  

4.2. Fuzzification 

At this stage, the all the required values by the fuzzifier will be taken as numerical input from incoming 
tasks. Then all the values will be assigned to the predefined linguistic variable function.    

4.3. Fuzzy-Rule Base  

A set of fuzzy rules is built like human reasoning is present.All the possible situations of all the 

applications and system congestion with a simple if -then rule. For defining the overall system 
performance these rules play a particularly significant role. All the outputs of the Fuzzy Rule-Base are 

further used in the fuzzification stage. The major goal of this is to provide low latency for applications 
by reducing data transfer from IoT devices to the cloud and eliminating nodes.  

4.4. Defuzzification 

The process of conversion of fuzzy output to crisp value from the output from the inference engine.    

  

 5. Comparison Between Different Approaches  

Somme et al. [12] proposed the process of offloading, consideration the application tasks requirements 

and resource utilization. However, this approach uses homogeneous resources for determining where 
the offloading task will take place local edge or the cloud. They used a two-stage fuzzy logic to reduce 
the complexity of the operation.    
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Aldossary et al. [13] proposed an approach that considers the heterogeneity of resources. Furthermore, 

the suggested technique assists the resource management inside the Edge-Cloud system in scheduling 
offloading activities in order to reduce overall service time and increase the efficiency of Edge-Cloud 
resources.    

  

6. Analysis  

 We will be considering three aspects, in which we are going to analyze and get the most efficient 

Cloud-Edge model for future proficiency. The three aspects are service time, average processing delay, 
and average network delay. The processing duration of each task will be determined by the processing, 

which might be one of the following: 1) the general service time at the local edge consists of WLAN 
time and processing time. 2) WLAN time and processing time are considered to be Collaborative Edge 

and general service time. 3) In the cloud, general service time includes WLAN/MAN/WAN time as 
well as processing time. We take the average for all jobs in each scenario, which is supported by the 
subsequent equation:      

Service Time=∑Tprocessing time + ∑Tnetwork time/No. Of Tasks                                (1) 

  

Since Service time is an important part of IoT offloading Tasks. In the figure below we made a 

comparison of two different algorithms with no. of IoT devices. From the figure, we can evidently see 
that till the time system is unloaded all the algorithms behave the same way. Whereas, when we increase 

the no of IoT devices in the algorithm the Aldossary approach will be steady as compared to all the 
Sonmez approach.    

 
 
                (a) Service Time Graph                                     (b) Network Time Graph 

                                              

                                                      (c) Processing Time Graph 

Figure 2: Graphs formulated for (a)Service Time (b) Network Time (c) Processing Time using 
EdgeCloudSim [13]. 
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In Figure 2(a), it is observed that the results are differed with one another, when the system gets 

overloaded. Both the algorithms do have the same service time before the system gets overloaded .   

 

From the Figure 2(b), we can see that whenever the total number of IoT devices is less than 1400. These 
2 algorithms possess the same processing time. However, the Aldossary approach maintains its stability 
and surpasses the Sonmez approach.   

   

7. Limitation And Future Work 

Due to restricted amounts of time could not study more technologies coming in the edge computing 

paradigm due to time constraints. As more and more tools are been developed so as to reduce the 
limitations of the already developed models during offloading of a task to make it accessible for the 

clients and put less pressure on the server for better performance. For the future would like to dig deep 
in this ocean of knowledge and would like to take part in the development of new technologies.   

  

8. Conclusion 

As the trend of the new novel edge computing paradigm is increasing the need for a simulation tool that 
can estimate the proposed architecture The researchers tend to do cost-cutting by using simulators due 

to very high cost of using real cloud paradigm. EdgeCloudSim then addresses this demand as it offers 
a Mobility Model, a Network Link Model, and an Edge Server Model for evaluating the proposed 
approach by the researchers based on edge computing.    

Edge computing ensures that more complicated offloading activities are not performed on mobile 
devices, which have limited storage space and battery life. The goal of Edge Cloud Computing is to 

further increase the responsiveness of mobile devices using the microdata centers nearby. An Edge 

Orchestrator approach is proposed by Sonmez to manage the edge resources and further increase the 
performance of the application offloading tasks.    

From the survey in this paper, we can conclude that the approach proposed by Aldossary takes resource 

heterogeneity into account whose main reason is to reduce the latency in performing the task. Moreover, 
we compared the 2 approaches using the EdgeCloudSim, a simulation program, was used to compare 

the two techniques in an edge-cloud context. From this, we can clearly see that we can Further use 
Fuzzy Logic as it is can handle uncertainty in any system just by dealing with variables and which can 
further be represented by if -then rules.  
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