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Abstract
The question how we can reliably estimate the lexical diversity of a particular text (collection) has o昀琀en
been asked by linguists and literary scholars alike. This short paper introduces a way of operationaliz-
ing functional diversity measurements by means of token-based embeddings, and argues that functional
diversity is not only a practically advantageous, but also a theoretically relevant addition to the Com-
putational Humanities Research toolkit. By means of an experiment on the historical ARCHER corpus,
we show that lexical diversity at the level of functional groups is less sensitive to orthographic varia-
tion, and provides insight into an important and o昀琀en disregarded dimension of vocabulary diversity
in textual data.
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1. Introduction

With the present paper, we wish to make a case for the practical and theoretical advantages of
adopting the framework of attribute diversity – which distinguishes categorical diversity from
the higher-order concept of functional diversity – into Humanities research on lexical diversity.
Given two sets of unique word types, set A{cat, dog, bird, rabbit} and set B{cat, progesterone, re-
member, blue}, approaches focusing solely on categorical lexical diversity will suggest A and B
are equally diverse. However, an approach that takes the semantic distance between the items
into account will also capture the higher functional-semantic or attribute diversity of set B. To
help establish the latter approach in Humanities Research, we propose a way of operationaliz-
ing functional diversity estimates by means of token-based embeddings.

The question whether we can estimate lexical richness or diversity is a pertinent one in
Humanities. In Linguistics, attempts have been made to estimate the vocabulary size of a par-
ticular language [12, 11], or how many words an average speaker of a particular language
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knows at di昀昀erent ages [5, 25]. In a similar vein, researchers have also attempted to estimate
(and compare) the richness of the active vocabulary of particular authors [e.g. 16, 18] or liter-
ary works across time [e.g., 23], or the ‘productivity’ of linguistic structures (i.e., how many
di昀昀erent word types are used in a particular linguistic context [2, 3]) for di昀昀erent individuals
[e.g., 24, 1] or across time [e.g., 21]. To attain these goals, researchers o昀琀en resort to corpus
research, using text (excerpt) collections of varying sizes with diversity measures that rely on
the number of word tokens, unique word types, and/or hapax legomena (i.e., words that oc-
cur only once), such as (variations on) Mean Word Frequency (MWF) and Type-Token Ratio
(TTR) [for examples, see 27], realized/potential/expanding productivity [2], or measures that
originate in Shannon entropy [26].

There is, however, a practical problem that arises with anymeasure of diversity that relies on
hapaxes and/or unique types. In many digitized text corpora, the number of unique character
strings cannot be equated to the number of unique words. A substantial amount of variation
in how word types are represented in a corpus may be due to OCR errors (e.g., in historical
texts, the long S character <ſ> is o昀琀en mistaken for <f> or <l>, which means the word type
strength could be represented in a corpus as at least three di昀昀erent character strings: <ſ罴rength>,
<frength> and <lrength>). Furthermore, some types of corpora contain texts where authors
do not (consistently) adhere to (present-day) standard spelling conventions, such as corpora of
(informal) language on social media or any historical corpora that pre-date the establishment of
uniform spelling conventions. This introduces a dimension of variation thatmakes it di昀케cult to
accurately count the number of actual hapax legomena or unique types. Of course, at least some
of this unwanted variation can be tackled in corpus pre-processing through (semi-)automated
spelling normalisation, but this too can prove challenging given that neither OCR errors nor
non-standard spelling variation are entirely or even largely systematic.

In this paper, we argue that there are substantial advantages to relying on functional diver-
sity measures (rather than, or as a complement to lexical diversity measures) to estimate and
compare the ‘lexical richness’ of (collections of) text. More speci昀椀cally:

• We demonstrate that functional diversity estimates are a昀昀ected to a much lesser extent
by spelling errors and inconsistencies than lexical diversity estimates. As such, there is
a clear practical advantage to relying on functional diversity.

• We suggest that, even in corpora that are free from orthographic noise, there is a theo-
retical advantage to examining higher-order diversity at the level of functional groups.
We propose that a theoretically relevant distinction can be made when making claims
about ‘vocabulary richness’ or lexical diversity by taking the semantic similarity between
words into account.1 This higher-order, functional-semantic dimension of diversity is
theoretically relevant, as it helps characterize diversity in terms of depth and width, and
o昀昀ers a perspective on diversity that is not captured by more traditional, exclusively
categorical measures.

1The distinction between lower-order and higher-order diversity proposed here is reminiscent of the distinction
between ‘productivity’ and ‘schematicity’ in [21, 13].
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2. Measuring Diversity

Functional Diversity For our measurements of functional diversity in (historical) corpora,
we apply the framework of attribute diversity, which was originally developed in the context
of ecological diversity [8, 6]. In ecology too, it is important to not only account for categorical
diversity (the taxonomic model of species diversity), but also for attribute variation between
and within species. A昀琀er all, certain species (e.g., ducks vs. geese) are more similar to each
other than others (e.g., ducks vs. sheep). This is not captured by taxonomic diversity, which
treats all species as equally distant.

In the framework of attribute diversity [8, 6], categorical diversity is considered a special case
of functional diversity, where each type (or species) is considered its own functional group and
all groups are functionally equally di昀昀erent. In this extreme case, each functional di昀昀erence
results in the de昀椀nition of a new functional group which is equivalent to a categorical type.
More precisely, the threshold � for de昀椀ning a new functional group is set to the smallest pair-
wise distance between types. The framework allows researchers to specify functional groups
at higher distinctiveness thresholds � . � then speci昀椀es the distance threshold beyond which
types are considered equally distant and thus belong to di昀昀erent functional groups. As � tends
to in昀椀nity, types become functionally indistinct and belong to the same functional group.

Each type ÿ contributes to the frequency of a functional group. Let �ÿ be the frequency of
type ÿ and �ÿ the frequency of a functional group, then �ÿ(� ) can be de昀椀ned as the proportional
contribution of type ÿ to a group for a given threshold level � . Functional diversity, then, is
de昀椀ned as the sum over the proportional contributions �ÿ(� ) of each type ÿ = 1, 2, … , ā:�� = ā∑ÿ=1 �ÿ(� ), (1)

where �ÿ(� ) = �ÿ/�ÿ. Note that when each type belongs to its own functional group, i.e., when
the de昀椀nition of functional groups and types coincide, �ÿ equals unity. In this case, �ÿ = �ÿ(� )
and thus the functional diversity is equal to the number of types ā. When functional groups
and types do not coincide, certain functional groups consist of more than one type, which in
turn may belong to more than one group. To account for such many-to-many type-function
relations, the abundance �ÿ at threshold � is computed as the number of tokens of type ÿ plus a
fraction of the tokens of any other type Ā that is functionally indistinctive from type ÿ:�ÿ(� ) = �ÿ + ā∑Ā≠ÿ (1 − �ÿĀ(� )� ) �Ā (2)

here, �ÿĀ(� ) refers to the distance between type ÿ and Ā, which is set to � if �ÿĀ > � and �ÿĀ
otherwise.

Functional Hill numbers Eq. 1 describes the functional richness of a collection, or the num-
ber of functional groups given a distinctiveness threshold � . Richness is just one of many di-
versity measures which treats each functional group as equally important. However, certain
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functional groups may be more prominent than others which better is captured by other diver-
sity measures, like Shannon entropy or the Gini-Simpson index. To account for other aspects
of diversity, Chao and colleagues [8, 6] integrate functional diversity into a mathematically
uni昀椀ed family of diversity indexes called Hill Numbers [14]. Hill numbers are parameterized
only by �, which determines the sensitivity to the relative frequency �ÿ of variant type ÿ [14, 7,
17, 9]: ��((�1, … , �ā)) = ( ā∑ÿ=1 ��ÿ ) 11−�

(3)

The diversity values at certain orders � correspond to well-known diversity indices. The num-
ber of unique types (also called the ‘richness’ of a sample is equal to 0�. With � = 0 no weight
is given to the relative frequency of the types, or, conversely, maximum weight is given to rare
types. By setting � to 1, the weight of each type is proportional to its relative frequency. Note,
however, that 1� is unde昀椀ned. Yet, the limit lim�→1 exists, which is equal to the exponent of
Shannon entropy [cf. 7, 17, 9]. With � > 1, disproportionally more weight is given to more
frequent types. For instance, the Hill number of order � = 2 is equal to the inverse of the Gini-
Simpson index, which expresses the probability that two random tokens are of the same type.
An interesting property of Hill numbers is that all diversity indices are expressed in terms of
the e昀昀ective number of types: the number of equally frequent types required to obtain a par-
ticular observed diversity value. Because the indices are on the same scale, they can easily be
represented in ‘diversity pro昀椀les’, which chart the diversity at di昀昀erent order �. These pro昀椀les,
then, can be used to characterized the evenness of some collection. Pro昀椀les with steep declines
indicate a large disparity in the frequencies of the types, wheres 昀氀at pro昀椀les indicate a more
even distribution among types.

By incorporating functional diversity into the Hill number framework, Chao, Chiu and col-
leagues [8, 6] show how to estimate the e昀昀ective number of equally distinct functional groups
at a given distinctiveness threshold � and diversity order �. The ‘e昀昀ective number’, sometimes
called ‘true diversity’, represents the number of types in an idealized reference sample that all
have the same frequency and distance between them of at least � . Expanding on Eq. 1, the
functional diversity of order � is de昀椀ned as follows:

���(Δ(�)) = ( ā∑ÿ=1 �ÿ(� ) (�ÿ(� )� )�) 11−� , (4)

where � refers to the total number of tokens in the collection.

Example To obtain a better intuition of what functional diversity measures entail, and specif-
ically how the measure responds to the parameter � , we present the following example.2

Consider these four words and their corresponding frequencies: apricot (�1 = 20), pineap-
ple (�2 = 15), digital (�3 = 10), information (�4 = 5). For each word, Table 1 lists whether
it co-occurs with any of ten context words. Each word can thus be represented as a binary

2Our example is a translation of [6] into a linguistic context.
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Table 1
Co-occurrence table supporting the example in Figure 1 which illustrates how functional diversity can
be calculated at di昀昀erent levels of � .

boil data sugar pizza water hat tourist kiosk camera photo

apricot 1 0 1 0 1 0 0 0 0 0
pineapple 1 0 1 1 1 1 0 0 0 0
digital 0 1 0 0 0 0 0 0 1 1
information 0 1 0 0 0 0 1 1 0 0

context vector, which can be used to compute the distance between two words. For example,
computing the pairwise distances between all four words using the Jaccard distance yields the
following distance matrix Δ: £¤¤¥ ¦§§̈apricot 0 0.4 1 1

pineapple 0.4 0 1 1
information 1 1 0 0.6
digital 1 1 0.6 0

In Figure 1, we calculate functional diversity for di昀昀erent distinctiveness thresholds � . We
begin in the top row with � = �min, which is equal to the minimum distance between di昀昀erent
word types (i.e., intra-type distances are not considered in this example). At �min, � equals
0.4, which means that word types with at least a distance of 0.4 between them are considered
functionally equally distant. This translates by truncating all distances greater than � = 0.4 to
0.4 in the distance matrix (cf. the matrix in Figure 1). In this scenario, each word is functionally
equally distant and thus each type has a proportional contribution �ÿ of unity to its functional
group, or, in other words, each type makes up for its own functional group. This is illustrated
in Figure 1 with the circles whose size is proportional to their frequency. The circles do not
overlap, which illustrates that they each comprise their own functional group. The functional
diversity at � = 0, then, is �� = 4, which is simply the sum over the proportional contributions�ÿ(� ) of each type ÿ to a functional group (cf. Eq. 1).

As the threshold value � increases, an increasing number of types becomes functionally
indistinguishable. In other words, with higher values of � , functional groups consist of more
types. Chiu and Chao [8, 6] suggest to use Rao’s quadratic entropy � for � , which is a similarity-
sensitive diversity measure representing the average distance between two randomly selected
instances in a collection [22]. �, herea昀琀er denoted as �mean, is expressed as:� = �mean = ā∑ÿ=1 ā∑Ā=1 �ÿĀ�ÿ�Ā , (5)

where �ÿĀ refers to the distance between types ÿ and Ā, and �ÿ and �Ā to their relative frequencies.
As shown in Figure 1, setting � at �mean = 0.54 decreases the functional diversity to�� = 3.58. At the threshold of 0.54, apricot and pineapple become functionally less distinct,

contributing to a shared functional group (illustrated by the overlapping circles). By contrast,
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Figure 1: Example of how functional diversity is operationalized. The figure, inspired by [6], shows for
increasing values of � (i.e., �min, �mean, �max, �∞), the corresponding truncated distance matrix Δ(�), an
illustration of the overlap between functional groups, the proportional contribution of each word type
to a functional group, and the total functional diversity.

at � = �mean, digital and information remain functionally equally distant and as such belong to
their own functional group. Note that with �� = 3.58, the functional diversity at � = �mean
is larger than 3. This is because the co-occurrence pro昀椀le of apricot and pineapple is consid-
ered partially overlapping but not identical. When � is set to the maximum distance in the
distance matrix (� = �max = 1, however, digital and information contribute to a shared func-
tional group. Note that when there are many di昀昀erent word types, � = �max is less informative
than � = �mean, because functional diversity is then o昀琀en close to unity [cf. 6]. Finally, as �
tends to in昀椀nity, all words become part of the same functional group, which is expressed by a
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functional diversity of �� = 1.
3. Data and pre-processing

Archer Corpus For our experiments, we use ARCHER 3.2 [28], a corpus of historical English
registers (3.3M words). The corpus covers a period of almost 400 years (1600-1999), and con-
tains texts from 12 di昀昀erent genres or registers: advertisements, drama, 昀椀ction, sermons, jour-
nals, legal text, medicine, news, early prose, science, letters, and diaries. In terms of spelling,
ARCHER 3.2 contains the original spelling of published editions normalized with VARD2 [4].
In contrast to many other historical corpora, ARCHER 3.2 is a well-balanced, cleaned (and
relatively small) corpus, and hence it constitutes the ideal starting point for our experiment.

Simulating Errors To mimic di昀昀erent degrees of text noise, we ‘pollute’ each text in the
clean ARCHER corpus by simulating errors. In this simulation procedure, each token of each
text is modi昀椀ed with a probability �. The modi昀椀cation involves replacing each letter by a
random ASCII letter with probability �. With � = 0.2, a word like diversity is replaced with
diversizy. We experiment with � ∈ 0, 0.1, 0.2, 0.35, 0.5, 0.75, and chart the import of having a
more distorted text on the stability of the diversity measures. 3 In all experiments � is set to 0.2.
With this procedure, each text is manipulated 昀椀ve times per � value. The reported diversity
measurements are computed by taking the mean diversity over these 昀椀ve di昀昀erent texts.

Embeddings For the present study, we use token-based embeddings to obtain semantic sim-
ilarity estimates between the words in a given text. These embeddings are computed on the
basis ofMacBERTh [20, 19], a Large LanguageModel that follows the architecture of BERT-base
uncased [10], which is pre-trained on historical English (1450-1950) using a custom vocabulary.
Token-based embeddings are expected to be more robust than type-based embeddings in the
presence of noise, since they take the sentential context in which the target word appears into
account. This means that they can associate (even lower frequency) variants of the same word
with each other, where the sentential context is expected to match. Moreover, thanks to the
built-in adaptive tokenization approach, MacBERTh is also able to compute embeddings for
words that were not seen during training, which is an invaluable feature for texts with large
amounts of orthographic variation.4

In order to compute the type-level distance matrix between all word types in a corpus, we

3Note that texts resulting from � = 0.75 are perhaps less realistic than lower values. To illustrate, the OCR error
rate in Eighteenth Century Collections Online (ECCO) has, for instance, been estimated to at approximately 25%
[15].

4The purpose of this paper is to introduce the attribute diversity framework into lexical diversity research. As a
昀椀rst operationalization, we resorted to token-based embeddings, which is a theoretically sound choice (as these
models are sensitive to the fact that words can have multiple meanings) that comes with certain practical advan-
tages (with respect to lower-frequency and ‘unseen’ items). We are, however, interested in trying out other ways
of operationalizing the concept of functional groups in future work. One possibility, for instance, would be to
test and compare di昀昀erent implementations of implement semantic similarity, comparing type and token-based
approaches.
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Figure 2: Relative change in the number of functional groups a昀琀er modifying texts with probability� with respect to their unaltered counterparts (� = 0). The le昀琀 panel displays the results for � = 0
(corresponding to functional richness), and the two smaller panels on the right present results for higher
diversity orders (i.e., � ∈ {1, 2}, which put increasing weight on the frequency of word types.

昀椀rst compute the token-embeddings of all words it contains.5 If the same token appears mul-
tiple times in the input corpus, we compute a single embedding by averaging over the embed-
dings of all occurrences. Finally, we rely on the cosine distance function in order to obtain a
distance value between 0 and 2.6

4. Results

4.1. Functional diversity is a昀昀ected less by increased orthographic variation

Figure 2 shows the relative change in the number of functional groups a昀琀er modifying texts
with a text modi昀椀cation probability � with respect to their original, unmodi昀椀ed counterparts
(� = 0). The le昀琀 panel shows the values for � = 0 at three di昀昀erent thresholds of � . As expected,
the number of functional entities of functional entities at � = �min increases more or less

5Note that due to the tokenization approach of MacBERTh, input words are o昀琀en split into smaller units (sub-
tokens). In order to compute a single embedding in such cases, we average over the embeddings of the di昀昀erent
sub-tokens.

6More speci昀椀cally, the cosine distance is de昀椀ned as 1 minus the cosine similarity of two given vectors—the latter
being bounded between -1 and 1.
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Figure 3: Box plots showing the reduction from �min to �mean in number of functional groups for adver-
tisements and fiction texts.

linearly with the probability � of modifying words. Indeed, the probability of a modi昀椀cation
yielding a orthographically unique letter combination is high, and each unique combination
is taken to account for a new word type (i.e., a new functional group). The relative change
in the number of functional groups is much less strong for � = �mean, where the number of
functional groups at extreme values of � is still relatively close to the number of groups at � = 0.
Note that the same holds for � = �max, which also remains stable with larger values of noise.
However, as explained above, with � = �max, estimates are o昀琀en close to unity, which makes
the stability of � = �max less surprising. The two right panels present the same results for
higher diversity orders �. These plots show that when more weight is given to high frequency
entities, functional diversity is also better able to cope with orthographic variation than lexical
diversity at � = �min.

4.2. Functional diversity is a theoretically relevant complement to lexical
diversity

To get a 昀椀rmer grip on what could be gained from integrating functional diversity estimates
into discussions of lexical richness, we automatically identi昀椀ed text pairs with approximately
the same number of unique word types (�min), but a diverging number of functional groups at�mean. In each of these text pairs, one text is functionally less ‘condensed’, using the same num-
ber of unique lexical items to cover a broader functional range. A commonly occurring type
of text pairing, in that respect, is that of a 昀椀ction text with a text containing a collection of ad-
vertisements, where advertisements consistently cover a smaller number of functional groups
despite being as lexically diverse as the paired 昀椀ction text. The relatively strong reduction from�min to �mean in advertising, illustrated in Figure 3, is intuitive, as advertisements o昀琀en present
a list of (functionally closely related) services and/or goods (see Figure 4), resulting in a more
condensed diversity that suggests depth rather than breadth. For 昀椀ction, by contrast, there is
no reason to expect a similar reduction.

Pairings of two texts from the same genre also emerged. A telling example is the pairing of
Isabel Clarendon (1886), a 昀椀ction text by naturalist/realist author George Gissing, with Caprice
(1917) by Ronald Firbank (see Figure 5). The excerpts in the corpus from both texts have roughly
the same number of unique word types (Caprice: 1374 vs. Isabel Clarendon: 1377), but the types
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Figure 4: Excerpts from an advertisement collection (le昀琀; filename ‘1860illn_a6b’) and fiction text
(right; filename ‘1891barr_f6b’) pairing with comparable estimates at �min but diverging estimates at�mean.

in Caprice – a minimalist novel that, unlike realist work, predominantly consists of dialogue
and contains only limited descriptions of setting and character – cover a considerably smaller
number of functional groups at � = �mean (213 vs. 368). Interestingly, with 5260 word tokens,
the excerpt of Isabel Clarendon has a lower TTR than the excerpt of Caprice, which comprises
3753 tokens. Hence, the TTRs would suggest that Caprice covers more ground in fewer words.
The functional diversity estimate, however, paints a di昀昀erent picture, which adds a theoretically
relevant dimension to investigations into the lexical richness of texts.

5. Conclusion

In this short paper, we introduce a way of incorporating the notion of functional diversity into
lexical diversity measurements in (historical) corpora by means of token-based embeddings.

123



Figure 5: Comparison of the Hill number profiles at � = �min and � = �mean for two fiction texts Isabel
Clarendon (1886) and Caprice (1917).

Our experiment shows that considering lexical diversity at the level of functional groups has
the practical advantage of being less sensitive to orthographic noise in the data, and the theo-
retical advantage of adding an important and o昀琀en disregarded dimension (capturing depth vs.
breadth) of vocabulary diversity in textual data. As such, the framework of attribute diversity
commonly used in Ecology should be considered an important addition to the Computational
Humanities research toolkit.
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