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Abstract
The Industry 4.0 Asset Administration Shell provides a standardized mechanism for collaboration between
digital systems in the factory. Digital data within factories is typically stored in databases, we explore
the requirements of providing an AAS as an interface to the data contained within the aforementioned
databases. Based on these requirements, we describe and discuss a proof-of-concept implementation
where an AAS is used to publish data stored in a relational database.
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1. Introduction

Representing virtual assets in a standardized way is the next step towards the Industry 4.0
digital factory. The Industry 4.0 Asset Administration Shell (AAS) is an industry standard for
representing assets in factories, and allows the exposure of machine states in a standardized and
organized manner. Its core use-case is the communication between assets within a factory, or to
a management system, however the AAS also is very well suited for communication between
parties. In this paper we will propose a different way of using the AAS, namely to represent
digital or virtual assets instead of physical ones. The AAS specification explicitly gives a broad
definition of an asset, including both physical and virtual assets [1]. However in practice the
AAS has of yet always been applied for representing physical assets only. Using the AAS to
represent virtual assets such as contacts, invoices, work orders or any other virtual entity, allows
the industry to reason and communicate about these things. Moreover, such an approach allows
the automation of processes using methods which are comparable to the existing methods for
physical assets.

When the data is available as an AAS, that AAS can allow us to develop more meaningful
mechanisms to automate systems within a factory. For instance, for a machine to start working
we can use more standardized triggering mechanisms or signal an operator with a more infor-
mative message. As such, the AAS may serve as a driver for such processes in the factory as a
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“motivation of work”.
Representing virtual assets, however, is not a straightforward process. In the factory business

process, it is day-to-day business that new virtual assets are added continuously. For instance,
in a healthy production cycle, work orders are expected to be added, updated, and eventually
removed. Although this may also happen for physical assets, for virtual ones this will happen
on a much more frequent basis. Current AAS system infrastructures are insufficiently equipped
to deal with the increased dynamicity of virtual AASs, yet alone for the expected increase in
their sheer volumes.

2. Background

The Asset Administration Shell (AAS) is the proposed implementation of a Digital Twin by the
German Plattform Industry 4.0. The normative documentation is available in three parts: 1) the
data model [1], 2) the API definition [2], and 3) the communication language among AASs [3].
Additional non-normative material has been published on AAS composition [4, 5], structuring
(sub)models [6], the various roles involved in AAS modelling [7] and examples [8].

Assigning semantics to AAS models has been recognised as a necessity to fully support
interoperability [9, 10]. The semanticID has been defined to assign semantics to an AAS
element, refering to an IRI for semantic web identification or IRDI eClass elements [1]. Two
complementary RDF serialisations of the AAS have been realised to make “full use of the
advantages of semantic technologies” [1]. The challenge nevertheless remains of providing
models that refer to formal ontologies or international standards despite the recognition of the
benefits semantics brings [11].

Some work exists on mapping established data specifications in AutomationML and OPC-UA
to the AAS, since the AAS specification already to those languages [1]. For example, in [12] a
mapping is constructed from the IEC 61131-3 PLC standard to a set of AAS submodels. The
same authors also reflect on mapping between OPC-UA models and AAS submodels [13, 14].
[15] presents a translation from both MES data to AAS models and from ERP data to AAS
models using an established AutomationML model for IEC 62264 [16]. In [17] AutomationML
is also used as the intermediate data format. Transformation of one AAS model to another is
covered in [18], who defined an AAS transformation language.

There is little research available on relational databases in an AAS context. The Data Admin-
istration Shell [19] adapts the AAS to a Digital Twin for datasets. It models only the metadata
and preprocessing steps in the AAS models, but only contains a reference to the actual data set.
The adequacy of the various types of SQL and NoSQL databases for the AAS is covered in [20].
Their literature study showed a lack of rigour in covering the employed data models. They also
identified a gap in the implementation of database solutions.

3. Publishing databases using AAS

In order to expose virtual assets as an AAS, the AAS server instance needs to have access to
the data underlying the virtual assets. In state-of-the-art factories several IT systems (e.g., ERP,
PLM, MES) from different providers are responsible for managing and storing virtual assets.
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Figure 1: A schematic representation of a proxying AAS server, where the published data is fetched
from the underlying database only on requests from the user.

Our intention is to enhance the inter-operability of these systems by creating a set of AASs that
references data from all sources. The intention is not to replace the existing factory IT systems.
Access methods to the underlying data can roughly be split in two: API access and database
access. In this paper we explore database access, because in practice company IT administrators
have unlimited database access. To transform data from an existing database into AAS form,
the following aspects need to be taken into account:

3.1. Data authority

When designing factory IT systems, we typically strive to apply the principle of separation
of concerns. By this principle, we need to decide which system components are responsible
for which part(s) of the available data. When multiple components are responsible for the
same subset of data, this requires them to coordinate, leading to additional complexity in those
components. As such, the ideal case has only a single component responsible for each partition
of the data; a single source of truth.

In the case of an AAS, we are often adding an additional component to an existing IT system.
In order to facilitate collaboration between assets, existing data needed for this collaboration
which exists within the IT system needs to be collected and published as one or more submodels
on an AASs.

Given that the pre-existing IT system is and should remain the owner of the data, we need to
carefully design the used data collection and publication mechanism(s). Notably, we need to
ensure that we create as little additional copies of the data as possible, as this requires us to
maintain and synchronize each copy of the data. Failing to do so would lead to inconsistencies
between the system and AAS states.

A design pattern which prevents many of these problems is the proxy pattern, in which the
AAS server retrieves the underlying data only and only when it needs to serve a request. A
schematic example is shown in Figure 1. As a result, the underlying IT system remains the
ultimate owner of the data, and data integrity and freshness are maintained.

3.2. Common data sources

The use of databases is already a common practice in any modern factory, but there are different
implementations that will require different software to bind it to an AAS server. For most
factories, it will be preferable to keep the database as it is, and transform the data using a
“connector” component to connect the database to the AAS server instance. Different database
implementations that are commonly used can be separated in relational databases versus NoSQL
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Figure 2: A schematic representation of the event data with database specific change data on the left
side, and standardized AAS events on the right side.

databases. The difference between the two essentially means that in the first category data can
be represented as tables with rows and columns, whereas in the second category data can be
any format. Under the category of SQL databases there are for example: MySQL, PostgreSQL,
MariaDB, Oracle Database or Microsoft SQL. Examples of NoSQL databases are: MongoDB,
Cassandra, CouchDB or Neo4j. For a more in-depth comparison we refer the reader to [20].

3.3. Scaling

In the AAS servers that are currently operating, there are typically only a handful of AAS
instances, and this number stays constant throughout the lifetime of the server. When repre-
senting virtual assets, the purpose of the assets is to trace their life-cycle: the creation of new
ones, changing existing ones, and eventually removing assets that are no longer relevant.

For large factories, the expected number of assets that exists at any given time could be in
the order to thousands to tens of thousands. This requires a scalable solution which can scale
not only in storage size, but also in the processing capabilities of the compute nodes hosting
the AAS assets. Iterating over all known instances in the database is probably not feasible
while simultaneously keeping the AAS instances up-to-date with the underlying database. The
AASs that are served need to be synchronized with the database at any point in time, where a
delay greater than a couple of seconds is considered unacceptable. Instead, some kind of push
mechanism is preferable, which brings us to the next requirement: reactivity.

3.4. Reactivity

The virtual AASs are expected to continuously change, both in number and in content. In order
to keep the AASs synchronized with the underlying database, an event-based reactive system
is essential; however, there is currently no standard for events. An event-driven mechanism
makes sure that any changes in the underlying data source are actively pushed to the AAS
server. Most databases support this type of events in the form of change data capture or change
streams, hence this side of the data reactivity depends mostly on the backing data source, shown
on the left side of Figure 2.

On the other side of the server, a set of change events that apply to the changes in the AASs
needs to be published as well. This is the type of event on the right side of Figure 2 which is not
yet supported in the AAS specification, but we suggest that such a standardization is added (see
Section 5.1). With a standardized set of change events, the applications using the AAS can react
to changes in order to start a new process, trigger a machine to perform an operation or to
simply inform a user.
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3.5. Read/write operations

Apart from getting data from a database in order to put data into a standardized form, the
AAS/database integration can also be used to update the database. The AAS service specification
allows for writing data to, for instance, change parameters. These updated parameters could
be used to feed back into the database system. Although this is a feature which makes the
integration stronger, we suggest not to implement this, but instead keep the AAS as a façade for
the actual data. This not only limits the complexity of the implementation, but also makes sure
the database will always remain the single source of truth in the case of any failures.

Database software is generally designed to ensure that all transactions maintain ACID
properties: all operations must be atomic, consistent, isolated, and durable. Adding another
interface to feed data into the database should not interfere with these statements, but the
interaction with the database is already very reliable as it is, and it is not necessary to add
another method. Most importantly, the way that people or machines interact with the database
is already through the existing systems on the factory floor, adding another method to it would
only make things unnecessarily complicated.

3.6. Finding assets

In the current AAS standard, there is no mechanism described filtering AASs on an existing
AAS server based on some property; the only option is to list all available instances [2]. When
dealing with a large number of assets, which is guaranteed to occur when using virtual assets,
listing all available AASs is no longer a feasible option. Instead, a querying mechanism must be
available to search for AASs, for example by means of searching for a part of the asset name, a
keyword, a semantic id, or even a property.

4. Implementation example

As a proof-of-concept, we implemented an adapter for an existing AAS server implementation
as shown in Figure 3, that takes data from a sample of a database as is used on a factory floor.
We used a dataset containing work orders and the associated process steps of a week’s worth
of factory work. The database contained over 38.000 work orders with a total of 131.000
associated process steps.

4.1. Operation

Our adapter loads AASs with submodel templates, which contain qualifiers, as defined in [1],
that indicate how to get data from a database as shown in Table 1. These qualifiers provide the
necessary details to connect to the SQL database—a Microsoft SQL database in this example—and
perform queries to feed the properties and the submodel elements of the template AAS. An
alternative approach could be made by providing the connection detail in a separate file, but
using qualifiers makes the AAS as self-contained as possible, especially when multiple database
connections are required.

Using the template with these qualifiers, the adapter creates an AASProxy instance which
represents the data in the form of an AAS, including all descriptors. The proxy is responsible
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Figure 3: A graphical representation of the proposed AAS components to implement an AAS proxy for
data in a database. The parts highlighted in red were not developed, but are needed in order to develop
an event-based AAS interface.

Table 1
The different AAS Qualifiers used in the template to connect to the SQL backend.

SQL4AAS.Host The hostname or IP address of the SQL server.
SQL4AAS.Port The port where the SQL database is listening.
SQL4AAS.User The user name that is used for authorization.
SQL4AAS.Password The password of the user to authorize with.
SQL4AAS.Database The name of the database to use to on the server.
SQL4AAS.ListQuery A SQL query that lists all different instances (AAS /

submodel / submodel element) when executed.
SQL4AAS.ContentQuery A SQL query that retrieves data for an instance that

the list query returned.
SQL4AAS.IDColumn The column which uniquely identifies the row; used

to get a unique ID for the component.
SQL4AAS.NameColumn The column which holds a human readable name for

the row; when not used, the ID is used instead.

for retrieving the data of the AAS from the database, based on the qualifiers. Whenever a user
makes a query to the AAS server, the server’s controller forwards this request to the current
proxy, which translates this request into a set of SQL queries which are sent to the database.
When the database responds to the aforementioned queries, the data is serialized into the AAS
data format, and returned to the controller. Next, the controller responds to the user request,
basing the response data on the internal data.

4.2. Limitations of implementation approach

By implementing a SQL controller into an existing platform, we managed to obtain a proof-of-
concept, but there are some practical problems that make it infeasible for real-world application.

First and foremost, the large amount of changing data is a huge drain on the system resources.
This is obviously very implementation specific, and could possibly be improved upon, but for
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anything more than a few kilobytes per virtual AAS, but dealing with hundreds of thousands
of AASs, the amount of memory needed to store the example data from our database quickly
becomes in the order of gigabytes.

Even when that is handled properly, the amount of SQL queries that are required to retrieve
the data also leads to a serious bottleneck. In our example every AAS, submodel and submodel
element collection requires both a list query and a content query, which means that any asset
quickly requires five to fifteen queries, meaning that we require half a million queries to retrieve
the most recent state of all AASs. For any AAS structures that are more complex this number
grows even faster. This problem may be mitigated by using lazy querying, by only listing the
available objects, and only fetching their contents when a user retrieves the asset; but in this
way the AAS server becomes just another database—which is not our goal—, except with output
in standardized form. The above confirms our hypothesis that querying periodically is infeasible.
As such, an event-driven or data-capture mechanism is required to connect with the data source.

On the side of the server implementation, the interface towards the AAS user is a complicating
factor since there is currently no complete standard for disseminating information in an event-
based manner. The current AAS specification describes a data model for events, but provides
no mechanism for their real-time exchange. This means that with the current state of affairs,
the user must periodically query each AAS in order to stay synchronized. For example, in order
for a user to determine if an AAS has changed, and hence require action on the factory floor,
the user must first list all the AASs that exist on the server. Then for all relevant assets, list all
submodels, and for all relevant submodels list all submodel elements. This is a very tedious and
time consuming process, and realistically impossible to use in a real-life scenario.

5. Discussion

5.1. Recommendations to improve the AAS standard

As we have seen, disregarding implementation specifics, there are issues with the AAS standard
that make it infeasible to use as a motivating of work for other systems. In order to address this,
we propose the following changes.

At the time of writing, the current AAS specification contains insufficient specification for
Events, only describing their conceptual use and referring to underlying transport mechanisms
to implement them. Therefore we propose to add to the standard a mechanism to publish events
about changes in the assets. This mechanism should have at least the following properties:

• The mechanism should expose the events in a standardized format,

• the events inform users on about new, updated or removed objects,

• where objects can be any of the following: assets, submodels or submodel elements,

• a user can “subscribe” to all changes, but also to specific submodels or submodel elements.

Apart from the event mechanism, there should also still be a querying mechanism, that
supports searching for AASs as well as for specific individual submodels. A simple “keyword”
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querying mechanism would already be a very useful addition to the API. But a more elaborate
querying mechanism can provide even more functionality by using the semantic information
available in the AAS, allowing to search for submodels or keywords that match a certain
semantic search criterion.

Moreover, clients may not always be interested in events from complete assets. Sometimes
clients may even only be interested in a the value of single submodel element. To support such
use-cases, the aas event API should allow subscribing to a individual submodels and submodel
elements.

5.2. Event-based data interfaces

Above, we have described the requirements for event-based data exchange. Event-based data
interfaces allow clients to selectively be notified of updates to data. Given our implementation
scenario where we may have an AAS for each of the 38.000 work orders, an event-based system
would allow us to only be notified which AASs exist at some point, and afterwards when the list
of existing AASs changes. This requires less wasteful transfer of data which is unchanged, as
well as require less queries to the database system underlying the AASs. On a more fine-grained
perspective, an event-based interface allows clients to load a single AAS once, and then only be
notified of updates of the subset of data that it is interested in, again preventing the wasteful
exchange of unneeded data.

From a server perspective, an event-based AAS may also allow said server to provide virtual
or placeholder assets and data. In a mechanism similar to lazy loading, only when a client issues
a request for the placeholder data, the server will populate the actual AASs, submodels and
submodel elements, and provide them to the user. Such a mechanism would alleviate the need
for continuous inspection of the underlying database, as such inspection may be performed
when the user makes a request.

5.3. Concluding remarks

In order to explore the “motivation of work” for the Asset Administration Shell, we have
examined AAS-based interfaces to existing data sources. Based on our proof-of-concept im-
plementation, it turns out that the currently available mechanisms in the AAS specification
are lacking features which enable implementation in real-world scenarios. We have proposed
extensions to said specification where we introduce the concept of events which allows for a
more efficient and rapid interfaces to data and changes to that data.
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