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Abstract  
The use of electronic means to help with tasks such as pastoralism is a way of intelligently 

optimizing the activity. As any autonomous system, it requires human intervention in case of 

failure, and therefore it needs an autonomous mechanism that draws the attention of the human 

operator whenever the system or the animals evolve to undesired conditions. The present work 

progresses an existing alarm system, used in the SheepIT gateway, which can monitor the 

behavior of animals and equipment, warning human supervisors of the occurrence of unwanted 

events and the need for intervention. Concretely, given the lack of coverage of Internet access 

in rural areas, the system was integrated with a satellite interface to guarantee communication 

and the timely delivery of alarm messages. The paper compares the overall networking 

performance of the satellite link, against a Wi-Fi laboratorial baseline. 

 

Keywords1 
Smart-agriculture, Internet-of-Things, Sensors, Satellite  

 

1. Introduction 

The use of ICT Technologies for supporting livestock activities is a strategy that aims to increase 

productivity and reduce their environmental impact. By allowing tasks to become automated, the cost 

of labor and, consequently, of the final products, is reduced. 

As part of the SheepIT project [1], an autonomous system was developed for the postural 

conditioning of ovines used for grazing within a vineyard, without threatening the vines or the grapes. 

Using smart collars and beacons, posture data was collected, and actuators allowed for conditioning 

measures. Despite being automated, the system requires human supervision to guarantee animal and 

crop safety: animals are often attacked and abducted, systems fail or lack maintenance, and often animal 

behavior requires supervisory action. 

Tests under the scope of SheepIT [6] demonstrated the importance of liberating the shepherd, both 

because the task of guarding animals implies enormous loneliness that renders the profession 

unattractive, and because it allows the person to be involved in other agricultural tasks related to the 

treatment of the vines, thus, reducing labor cost. 

To free the shepherd and allow him to carry out remote supervision, an application for monitoring 

animals and equipment was developed, integrated with the SheepIT gateway. The application monitors 

communications from the system's collars and the beacons, [2] sending alarms whenever supervision is 

needed. 

The proper operation of an alarm system depends on fast communication so that it is possible to 

trigger the necessary corrective measures, which in rural areas is not very easy due to the lack of radio 

coverage of WLAN technologies, and sometimes even mobile networks. Presently, several technologies 

for extended coverage or Machine-to-Machine (M2M) characteristics exist and are deployed, such as 

NB-IoT, Sigfox, and others. However, such solutions are mostly deployed in or close to urban centers, 

leaving rural areas with large coverage gaps or without access to all the characteristics needed by M2M 
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scenarios [3]. As a way of mitigating the lack of coverage, while providing a performance link, the 

system documented in this paper was extended with a satellite communications interface, increasing 

the alarm generation capability. 

The paper continues in Section 2 with the description of the implemented system, followed by 

Section 3 which evaluates its performance in terms of latency of communications and bandwidth 

consumed. Section 4 concludes the paper and points out future work. 

2. The Architecture of the Electronic Sheepshead 

SheepIT was originally built providing a posture control mechanism that prevents the sheep from 

eating the vine leaves and grapes, allowing them to be used for animal-based weeding. The mechanism 

was implemented in a collar carried by the animals and integrated in a wireless sensors network (WSN) 

that simultaneously monitors the behavior of the animals [4] and localizes them [5]. The WSN includes 

a set of fixed nodes, and a gateway that aggregates and filters the information, performs the localization 

of animals within the infrastructure, and interconnects the WSN with a cloud-based alarm generation 

system. 

While grazing, the animals are tempted to also eat the vine leaves located at a higher height, which 

are important for the vineyard. The system, thus, monitors the height at which the animals are eating 

leaves, checking for a configured threshold value. Once this maximum height is violated, the system is 

activated, and it starts the conditioning process. The analysis over time of the animal behavior [6] shows 

that the animal keeps trying to exceed the maximum height, and that the collar is the defense of plants 

against animal attack. 

SheepIT’s main use case consists of animal grazing in Adriano Ramos Pinto vineyards, in the Douro 

region, where the relief is especially rugged [7], and where cellular communications have irregular 

coverage, hindering communications between the WSN and cloud infrastructure, impairing the dispatch 

of alarm messages. SheepIT infrastructure was built in order to monitor animal behavior, to transfer the 

monitoring data to a system stored in the cloud, allowing for long-term data analysis via the web, 

assisting in the determination of trends, or even prediction of behavior. 

The gateway integration (whose internal architecture is illustrated in Figure 1) with the cloud, 

required that two tasks were carried out: first, optimizing the encoding of animal monitoring messages 

in order to reduce the signallling volume and, second, integrating the satellite communications interface 

for sending alarm messages. 

The communication between the gateway and the cloud application was initially implemented 

through a RabbitMQ [8] producer API with the information encoded in JSON. To evaluate the best 

solution for highly available and fault-tolerant message processing capability, we tested three different 

information encoding APIs, namely Apache AVRO [9], MessagePack [10] and Protocol Buffers [11]. 

For our experimental network setup we used the EchoStar Mobile satellite network and the Hughes 

4200 portable data terminal. The Hughes 4200 acts as a concentrator in the field to which the edge 

computing device (collecting data from the SheepIT sensors) is connected to upload data in the SheepIT 

cloud service. The use of satellite connectivity enables deployment of SheepIT technology in rural and 

remote unconnected areas and guarantees 24/7 smart monitoring.  
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Figure 1: Internal architecture of the gateway 
 

2.1. Pasture Alarm System 

The alarm system was implemented in the SheepIT gateway and it monitors the periodic 

communications forwarded by fixed WSN beacons, reporting the data sensed by the collars. Those 

periodic communications allow the detection of various events of interest related to animal behavior 

and health, as well as other events that require prompt intervention by the herd supervisor. 

Alarms can be generated by the gateway or by the cloud system. Table 1 summarizes the types of 

alarms generated by the system, the source, the context in which they are generated and size (bytes). 

One of the alarms generated by the system is the detection of the excess of infractions carried out 

by an animal, since there are animals that do not accept to be conditioned, and therefore must be 

removed from the vineyard. 

Network nodes need battery power to operate, and the system periodically monitors their charge, 

and informs the system supervisor, especially about the collar battery charge, as these are the key 

elements which guarantee that the animals do not threaten the vineyards. Moreover, the alarm system 

triggers an alarm to the supervisor as soon as the battery charge drops below the minimum threshold 

set. 

With consequences like those of battery drainage, two other events can happen: equipment failure 

and inactivity. The first may be due to the equipment inoperability, in which case it leaves the animal 

free to eat whatever it wants, threatening the plants; the second is related to a pattern of sensor-detected 

accelerations, which are not very common in the normal behavior of the animals and denotes that the 

equipment was abandoned on the ground, leaving the animal free as well. 

The last type of alarm generated locally by the gateway is the panic alarm. In particular, the gateway 

continuously compares the accelerations measured by the collars with the baseline of the acceleration 

values and for each of the animals present in the system. Thus, it detects herd disturbances, such as herd 

interaction with strangers or other animals such as stray dogs. 

The cloud also monitors the herd data received and can generate alarms, for example, signaling a 

potential illness due to a continuous decrease in animal activity. As the message is generated in the 
cloud, it is not exchanged in the satellite/Wi-Fi links, and thus its size is irrelevant. 
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Table 1 
System alarms 

Alarm 
type 

Source Alarm context Message size 
(bytes) 

Battery Gateway Battery level of the network nodes drops below a 
minimum threshold 

1134 

Absence Gateway Network node is no longer detected after several 
communication cycles 

1147 

Infraction Gateway Animal crosses a threshold of infractions per unit of time 1161 
Panic Gateway Pattern of accelerations of herd elements in the same 

period is detected 
1159 

Inactivity Gateway Pattern of collar inactivity is detected, indicating that the 
collar may have fallen off the animal. 

1134 

Health Cloud Prolonged decrease in activity has been detected for an 
animal 

- 

 

3. System Evaluation 

The system was functionally validated and tested to characterize its performance in terms of volume 

of traffic generated and in terms of latency. During the system tests, a gateway was implemented using 

a Raspberry PI 3 Model B+, and the cloud application was hosted in a Ubuntu 20.04.4 LTS server 

virtual machine enabled with 8GB RAM and 2 cores, hosted at the datacenter of the Instituto de 

Telecomunicações. 

We started by testing the signaling volume produced by each of the interconnection APIs. For the 

tests, a simple client of the gateway was used, simulating various amounts of each of the types of alarms, 

using each of the encoding APIs, and the signaling volume of the alarm transport messages was 

measured through a network sniffer.  

The results illustrated in Figure 2 showed greater efficiency of the MessagePack API, in the transport 

of alarm messages. 

 

 
Figure 2: Message encoding sizes for different alarms and encoding APIs 
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The latency of the system in the transport of alarms was also tested, both in the case of transport via 

Wi-Fi and in the case of using the Satellite Link, and the results are illustrated in the plots of Figure 3.  

 

 
Figure 3: System latency with Wi-Fi and Satellite connectivity 

 

Results show a considerably higher latency time for the satellite case, with the difference increasing 

along with the size of the messages. In the case of smaller messages, there is a difference in latency due 

to the difference in the path taken by the two technologies. For larger messages the total latency value 

reaches 1.5 seconds, a value much higher than the necessary in the Wi-Fi connection, that is due to the 

bandwidth available in the case of the satellite connection. 

4. Conclusions 

The alarmist component in an electronic grazing system like the one developed in the SheepIT 

project is essential, to free the human supervisor for other tasks, or simply to free him from an arduous 

and lonely task. Present work made possible to implement a system that monitors animals and network 

devices, generating and sending a set of alarms, to guarantee the safety of animals and plants. 

Most vineyards are in rural areas, with very low population density, and therefore have poor cellular 

coverage, making it difficult to connect to the Internet. In this context, we integrated the gateway with 

a satellite interface, thus allowing a means of accessing the Internet, even in very difficult access places 

such as the uneven slopes of the Douro region. 

The system was functionally validated to evaluate the communication latency as well as the volume 

of signaling produced during its operation. Three information encoding APIs were tested and it was 

verified that MessagePack allowed better performance. 

The results made it possible to verify that the values are perfectly acceptable and compatible with 

the system alarm function. For future work, we will also consider a LoRaWAN-satellite integrated 

environment supported with AI-assisted opportunistic transmission.  
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