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Abstract
In virtual reality (VR), the interactions of users with embodied agents when the users are anxious or when they do not
accept an agent are not yet completely understood. Gaze can be indicative of the user’s anxiety and acceptability of an
embodied agent. An agent’s expressions or actions can, in turn, be used to accommodate the user’s anxiety. Previous work on
social anxiety disorder (SAD) found evidence of avoidance or hyper-vigilant gaze patterns in relation to agents or people the
participants were gazing at. Thus, we investigated if there are specific gaze patterns for normal individuals experiencing
anxiety in the moment when gazing at an embodied agent. We focused mostly on avoidant gaze patterns. Based on evidence
of gaze patterns in SAD and autism, we designed an experiment where normative individuals interact with an agent showing
a neutral, happy and angry expressions. We aim to examine if normal anxious participants have similar gaze patterns or
avoidance patterns to those with SAD. We also investigated if the user’s acceptability or preference of the virtual agent’s
display of emotions had an effect on the avoidance via eye gaze. In particular, we investigated the user’s eye patterns in
relations to the agent’s eyes, face or body to see if there were similarities to people with SAD. Using correlation analysis, we
found a significant positive correlation between the acceptability of the participant to the virtual agent’s expression and their
fixation on the agent’s eyes. We also found a significant correlation between fixations on the agent’s body and how anxious
the participant was at the experiment’s start. Later, these results can be used to find a link between acceptability, anxiety and
SAD.
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1. Introduction
In the field of virtual reality (VR), embodied agents are
commonplace as non-player characters (NPCs) or as
other users (avatars) in-game. Thus, determining how
individuals react to virtual agents is an important topic
in the field [1]. The adaptation of embodied agent or
avatar facial expressions can influence user behavior [2].
In particular, for those who might use the agents for
learning [3], social support, or feedback [4]. Previous
studies assessed the gaze patterns of individuals in social
situations to understand psychological and emotional
patterns. These studies are used to better understand and
train people with disorders such as high social anxiety
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and were usually conducted using still photographs [5].
Individuals with Social Anxiety Disorder (SAD) react dif-
ferently to facial displays of emotion. This happens in
VR too. It happens independently of the avatar fidelity
[6]. Little is known of how normative individuals’ anxi-
ety (aka those without SAD) affects gaze behaviour with
respect to facial displays of emotion. The exposure of in-
dividuals to virtual situations has also risen with the rise
of new platforms like VR, and increased by the advent
of covid-19. Studying the effects of anxiety on virtual
embodied agents, is thus important, for SAD as well as
for anxious normative individuals.

VR offers the possibility of presenting dynamic facial
stimuli with a wealth of parameters, leading to detailed
descriptions of the facial movements required to convey
a socio-affective message accurately [7]. Furthermore,
the advent of biosensors allows real-time reproduction of
facial expressions from other users [8]. Moreover, with
a recent increased interest of the general public in the
metaverse after the 2019 pandemic. We believe it is timely
to study the effects of VR agents’ facial expressions on
the user gaze.

Thus, this study aims to explore different gaze parame-
ters and their effectiveness to determine how comfortable
the user is with the agent as it presents different facial
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expressions; which might be an alternate method for
measuring the reaction towards VR agents. The design of
the study was inspired by previous works conducted on
individuals with SAD. Individuals with SAD usually do
not deal well with emotions presented on the face. They
tend to avoid gaze when faced with emotional people or
their representations. The avoidance might increase with
negative emotions. They especially avoid looking at the
eyes of individuals displaying emotions [9]. Thus, we an-
alyzed the effect of user’s anxiety and acceptance when
confronted with an embodied agent showing different
emotions on the user’s eye gaze patterns.

We hypothesize that we can use gaze location on
the agent to measure the degree of comfort towards an
agent’s facial expression or degree of user anxiety. To
this aim, eye gaze was measured using the VIVE Pro Eye
tracker while participants looked at a VR agent with vary-
ing expressions. The main contributions of this paper
are:

• Analyzing the correlation between general anx-
iety of a normative user and their gaze patterns
on the embodied agent.

• Analyzing the correlation between the user accep-
tance to the embodied agent’s emotional display
and their gaze patterns on the embodied agent.

• Comparing the findings to those found in SAD
using similar studies.

2. Prior Work and Hypotheses

2.1. Gaze Analysis Studies Related to
Social Anxiety

Eye metrics are promising tools to assess attitudes to-
wards virtual agents. The main inspiration for this study
stems from gaze analysis of individuals with HSA (High
Social Anxiety) towards the facial expressions of other
individuals in social situations. Previous gaze studies
showed that individuals with HSA averted their gaze
when shown photos of individuals expressing positive or
negative emotions [5, 10]. In such studies, static photos
of people presenting happy, sad, and neutral facial expres-
sions were commonly shown while gaze directions and
fixations were measured. Thus, we adapted our study to
find a relation between gaze direction on the embodied
agent displaying emotions and the user’s acceptance of
the emotional display.

Wieckowski et al. explored variability in bias to-
ward social stimuli in the form of vigilant attention and
avoidant attention using eye gaze techniques instead of
a traditional probe task technique often used to study
attention bias in anxious youth with clinical SAD [11].
The visual dot probe task involves allowing the users
to select between two agent pairs (e.g., angry/neutral,

happy/neutral) using their eye gaze. Participants show
both avoidance and hyper-vigilance according to the age
group, the agent display, and the passage of time during
the trial. The bias is measured with the duration of fix-
ations towards angry faces and towards more pleasant
faces such as neutral or happy faces. The fixation dura-
tion of neutral faces is subtracted from angry faces to
create a negative or positive bias. Based on the above
studies we hypothesize that individuals with SAD might
have two factors that affect their gaze patterns. The level
of anxiety of the person when they are looking at the
face, and whether or not the individuals accept the fa-
cial expression of the embodied agent. We would like to
also observe if this affects normative individuals and if it
mimics those with SAD.

2.2. Hypotheses
Our hypotheses are as follows.

H1 The agent’s facial expressions have an effect on the
participant’s self-reported arousal and valence.

H2 The user’s acceptance or preference of the agent’s
emotional display can be observed in the eye fix-
ation patterns on the agent.

H3 The overall anxiety state of the participants could
alter the eye fixation patterns on the agent.

For H1, the Self Assessment Manniken (SAM) was
used to assess if the facial expressions had an effect on
the participant’s affect, to see if the avatar’s expressions
affected the user. Regarding H2, while participants were
answering questionnaires in 3.6 about the different emo-
tional display of the agent, not all of them accepted the
agent’s emotional display in the same manner. E.g. while
some people highly disliked the happy face, other people
were comfortable with it. We assessed if there is a pattern
between acceptability of the emotional display and the
number of fixations on the agent. For H3, we assessed if
there is a relation between the anxiety of the participant
and their fixation behaviors on the agent’s different body
parts. We expected the more anxious participants to be
avoidant of the agent’s face and eyes. The anxiety state
in this case is the user’s default state before and during
the experiment.

3. Experiment

3.1. Participants
A total of 21 student volunteers in their early twenties
participated in the study; 10 Japanese, 1 Kenyan, 1 Ger-
man, 2 Nepali, 1 Colombian, 4 Chinese, 1 Thai, and 1
Malaysian. No participant tried our system before. The



participants were asked to wear glasses if their vision was
not good. Sources of error were accounted for by remov-
ing three participants in which there was missing data
(e.g., the VIVE Pro Eye tracking was disabled accidentally
for one of the faces). Three participants that were ex-
tremely fatigued were excluded using a fatigue score in
the pre-questionnare. After the exclusions, the number
of participants was 15. The experiment was approved by
the ethics committee of our institution.

3.2. Experiment Design
We tested the participant’s eye gaze patterns when pre-
sented with different facial expressions from a humanoid
agent in VR. There were three conditions corresponding
to three facial displays expressed by the virtual agent: a
happy, a sad, and an angry facial expression. The con-
ditions were presented in a within subjects design, i.e.,
each participant saw all three faces. We chose to en-
able the agent to have only facial expressions; to avoid
confounding factors caused by other agent behaviors.

3.3. Procedure
The participants were exposed to each of the agent’s fa-
cial expression one minute at a time. There were three
runs total, one for each facial expression. The partici-
pants were seated in front of the agent as to be the same
height as the agent and faced the agent head-on without
an angle. Before every run, the agent was adjusted to
be the same height as the participant. The participants
were seated throughout the course of the experiment and
encouraged to use only gaze and head movements. A full
agent was used so the participants could freely choose
whether or not to gaze at the agent’s face, body, or out-
side of the agent completely. The participants answered
questionnaires pre- and post-experiment and after each
avatar was displayed. Details are mentioned in the mea-
surements section.

3.4. Stimuli
The agent was designed using Ready Player Me [12],
which is a tool that converts a photograph of a person
into an avatar with similar facial features. It is used
for players to make agents of themselves in-game. It is
currently most popular on platforms such as VR chatting
programs. Ready Player Me is also equipped with the
ability to map the user’s emotions onto the agent via eye
and facial tracking. The readyplayer.me avatar was based
on FACs and is usually embodied by people in VR but
we controlled it using the animation module of Unity to
introduce more control over the experiment

The possibility that there is an uncanny valley in the
virtual agent’s appearance is higher with agents that are

Figure 1: A diagram showing the resulting avatar (right)
created when using an average face (left) on the Ready Player
Me avatar creator (https://bit.ly/34C2G).

hyper realistic [13]. Thus we used a semi realistic avatar.
We used an average Asian face to accommodate the

majority Asian demographic involved in the experiment.
Figure 1 shows the resulting avatar when inputting an
average Asian face to the Ready Player Me interface. The
Ready Player Me was used because its low-poly char-
acteristics make it more likely to be used by people in
current virtual chats and metaverse settings.

Though readyplayer.me characters are usually used
as avatars in VRchat, we use it in this case to animate
the agent, as if it’s an example user in VR. To animate
the happy, angry, and neutral emotions, the Facial Ac-
tion Coding System (FACS) was used [14]. The FACS
presents action units (AUs) used for coding facial move-
ments without making inferences about the underlying
emotions. It is a popular tool in emotion studies to either
create faces with a certain expression or to interpret a
facial expression. The FACS is now incorporated in most
VR chat avatars to enable the avatars to express emotions
by encoding certain AU movements. Ready Player Me
avatars come equipped with most of the values available
in the FACS. We focused on prototypical AUs according
to the Basic Emotion Theory [15] to animate the avatar,
together with guidelines described in Farnsworth’s vi-
sual FACS guide [16]. For instance, to animate a happy
face, we used AU 6 (cheek raiser, Fig. 2) and AU 12 (lip
corner puller) with values of 1.0. The agent’s default face
with some minor adjustments was used to represent the
neutral face, Because the Ready Player Me avatars are
designed to look slightly happy by default, we adjusted
brow lowered AU 4 and lip corner depressor AU 15 to
bring back the avatar to its normal state. The facial ex-
pressions are animated using blend shapes. There are
three separate faces shown to the same participant. We
refer to them as three different trials with questionnaires
in between. All facial expressions start from the neutral
expression. It took one second for the facial animation to
reach their maximum intensity. Then the avatar’s expres-
sion remains for the duration of the trial. The animation
stays constant for one minute per trial. We measure the
participant’s reaction within one minute for the purpose
of measuring fixations. We do not consider the initial an-
imation to have a detrimental effect on the gaze patterns
or number of fixations thus we did not account for the
baseline when observing gaze patterns.

https://bit.ly/34C2G


Figure 2: A diagram showing action unit 6, cheek raiser (left
two images, permission was taken from imotions to use the
image). The rightmost two images show the AU6 applied on
the Ready Player Me avatar, used in the experiment as an
agent (https://bit.ly/3bKN9a).

To reduce the chances of a participant experiencing
the uncanny valley, the avatar’s blinking was animated.
The frequency of the blinks was randomized, between
0.5 and 4 seconds. The agent’s gaze was fixed during
the run of this experiment. The agent was also given
a breathing animation using Maximo to give it a more
realistic feel [17]. No other interactions other than vary-
ing facial expressions were added to the agent. In this
experiment we focused more on the relationship between
user’s anxiety and user’s gaze patterns rather than design
a complex interaction system. Thus a simple design was
used. Future work will feature a more interactive avatar.

3.5. Calibration
To ensure that eye and facial feature tracking worked
correctly, we used a cube display to calibrate and con-
firm participant’s gaze prior the experiment’s start. The
agent’s height was adjusted to be the same as the par-
ticipant’s height in every trial. The agent’s face was
only revealed once the VIVE Pro Eye was calibrated, as
shown in Fig. 3. We calibrated each participant’s eye gaze
pre-experiment using the VIVE’s internal calibration soft-
ware before running the experiment. The participant was
then positioned to see the front view of the agent. How-
ever, the participant was free to move his/her head or
gaze freely and look either at the avatar’s face or body
for the duration of the one-minute trial. No background
objects were visible so that the participant would focus
on the agent. Participants were seated during the ex-
periment and received no instructions regarding as to
where to look when facing the agent and were left to
interact naturally with the agent using eye movements
and head movements once the experiment started. The
participant’s location did not change.

3.6. Measurements
Eye Metrics We implemented a gaze ray to determine
the intersection of the participant’s gaze with the avatar’s
face. To determine the number of collisions between the
gaze ray and parts of the face, we added colliders to
the face, eyes, and body (Fig. 5). When the ray did not
collide with the avatar, it was recorded as ‘other.’ We
defined that a constant gaze on the same body part for

Figure 3: (a) Cube used for calibrating the eye gaze pre-
experiment (b) height adjusting the participant while obstruct-
ing the avatar’s face (c), (d) examples of the neutral face and
angry faces used for the experiment. The gaze ray is only
shown for illustrative purposes but is omitted in the actual
run of the experiment. The Action Units (AU)s for both happy
and angry faces were amped to 1 for both angry and happy
faces to get the maximum effect.

Figure 4: Figure showing the face mask (highlighted on the
left) used to detect collisions/fixations

150 ms constituted a “fixation.” The number of fixations
on each body part was counted within one minute of
the participant looking at the avatar. The fixations were
collected for each facial expression; Neutral, Angry, and
Happy. The process was repeated per participant. By
analyzing the number of fixations on each body part,
we expected to find a pattern related to the participant’s
current state, the participant’s preference of the face, and
patterns related to the facial expression that the avatar
displayed to the participant.

Additionally, we added a face mask not visible to the
user to roughly measure the number of fixations on the
face. We counted the number of fixations surpassing
150 ms on the colliders added to this face mask, and
divided the number of fixations into upper face region
and lower face region. Any collider above the lower eye
was considered upper face while colliders below the face
were considered lower face. If the upper face collisions
are higher in the results, then the user accepts the avatar,
otherwise if the lower face collisions are higher the user
rejects the avatar according to source.

Questionnaires The participants answered question-
naires at different points during the experiment. Some-
times a questionnaire like SAM was repeated more than
once so were questionnaires about the acceptability of
the avatar. To identify each of which point of the exper-
iment the participant answered the questionnaires we
assigned codes as follows:

B : Before seeing any avatar.

AH : After seeing the happy facial expression agent.

https://bit.ly/3bKN9a


Figure 5: Figure showing how the number of fixations is
measured using colliders placed on the avatar. (a) headf: rep-
resents the number of times the participant fixated on the
avatar’s head. (b)bodyf: the number of times the participant
fixated on the avatar’s body, (c) eyef: the number of times
the participant fixated on the avatar’s eyes, and (d) other: the
number of fixations outside of the avatar. Collisions on the
avatar were detected using a convex collider respectively.

AA : After seeing the angry facial expression agent.

AN : After seeing the neutral facial expression agent.

All three avatars were shown to each participant in a
counterbalanced order. The following permutations were
used: (AA, AH, AN); (AA, AN, AH); (AH, AN, AA); (AH,
AN, AA); (AN, AA, AH); (AN, AH, AA)

Pre-questionnaire Before the experiments, partici-
pants reported their demographics and their current fa-
tigue and anxiety. They also reported their general anxi-
ety level on a 9-point Likert scale.

Self Assessment Manikin (SAM) A SAM question-
naire with 9 point likert scale is used to measure va-
lence,arousal and dominance. (Fig. 6) shows a sample of
the valence and arousal questionnaires used. SAM was
given to the participant before the experiment and after
every face. SAM was used to measure how the avatar
affected the participant. The SAM questionnaire was
presented prior to and after looking at the avatar.

Acceptability Questionnaire This was a more de-
tailed questionnaire about the avatar. The questionnaires
were given a code AH, AA, or AN, after each different
avatar with different facial expression. It asked how peo-
ple felt about the avatar. It consisted of several questions
answered on a 9-point Likert scale. The scores are on a
scale from 1 to 9 to match the same format of the SAM.
From this questionnaire, we only used two questions for
further analyses:

Q1 : I felt comforted by the avatar.

Q2 : I felt disturbed by the avatar respectively.

[a]Valence

[b]Arousal

Figure 6: The [a]Valence and [b]Arousal questionnaire from
SAM.

The questionnaire about the avatar was used to mea-
sure the participant’s acceptance aka contextual com-
fort of the virtual agent’s expression after each trial. The
questionnaires were answered thrice per participant after
each face. From the answers of the acceptability ques-
tionnaire, we created a variable known as acceptability
by taking as follows:

𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 : 𝑆𝑐𝑜𝑟𝑒(𝑄1)− 𝑆𝑐𝑜𝑟𝑒(𝑄2)

A positive or zero value indicated that the agent was
accepted, while a negative value indicated that the agent
was rejected by the user. We calculated the acceptability
per face per participant. This score was then used to find
a correlation between the acceptability of the agent. Each
facial expression was compared to the participant’s eye
on fixations different locations of the embodied agent
(head, body, eye, etc).

The acceptability questionnaire was conducted three
times per participant, after the participant viewed every
expression of the agent for one minute. For instance,
after the participant views the happy expression for one
minute, the experiment stops and the participant answers
the SAM and the acceptability questionnaires. This pro-
cedure is then repeated with the other two expressions.
The questionnaires are not validated which might be a
limitation of the study.

4. Analysis and Results
Despite being given no instructions on where to di-
rect their gaze, the majority of participants gazed at
the agent’s face or body. However, the gaze patterns
changed according to the facial expression shown, the
participant’s acceptability score, and the anxiety score, as
detailed below. Deviations away from the face changed
according to the acceptability and anxiety scores.

SPSS was used to analyze the data. To test H1, we mea-
sured if the agent’s facial expression had an effect on the



participant’s affect as follows. The SAM questionnaire
was taken four times and symbolized with experiment
codes described in the Questionnaire portion of Sec. 3.6
as follows: Before the experiment (B), after the neutral
agent(AN), after the happy agent (AH), after the angry
agent (AA) for each participant.

A Shapiro-Wilk test showed a significant departure
from normality W(98) = 0.94 , 𝑝 < 0.01; W(98) = 0.94,
𝑝 < 0.01; W(98) = 0.95, 𝑝 < 0.01 for valence, arousal
and dominance respectively. We thus ran the Kruskal-
Wallis as a non-parametric test to compare if there were
significant differences between conditions B, AH, AA,
and AN. A Kruskal-Wallis rank-sum test carried out on
arousal valence and dominance showed that there was
a statistical significance in valence (𝜒2(3) = 21.48, 𝑝 <
0.001) and arousal (𝜒2(3) = 8.867, 𝑝 < 0.05) between the
different embodied agent expressions when compared
to the baseline. The mean rank valence scores of 41.07,
45.16 , 28.67, and 62.5 for B, AN, AH, and AA, respectively.
For arousal, the mean rank scores were 39.98, 41.61, 57.6,
37.84 for B, AN, AH, and AA, respectively. The results
for dominance showed no statistical significance.

Pairwise Wilcoxon rank sum tests with Benjamini-
Hochberg (BH) 𝑝-value adjustment were carried out for
the SAM valence and arousal scores since they showed
significance. Experiment codes (B, AN, AH, AA) were
used to represent the experiment stage as detailed in 3.6.
The following score pairs were compared to each other:
(B, AN), (B, AH), (B, AA) representing the comparison
between the baseline state and the state of the participant
after viewing agents of different emotions. This is to test
if the different emotional agents had a significant effect
on the affect of the participant. The difference between
the scores of the following face pairs were compared to
each other: (AN, AH), (AN, AA), (AH, AA).

The significant results for valence and arousal are sum-
marized using starred brackets in Fig. 7. Significant re-
sults were as follows: The valence was larger after intro-
ducing the happy agent (AH), compared to the baseline
(B): (𝑝 < 0.05, Cohen’s 𝑑 = 0.25). The valence was
conversely lower than the baseline after introducing the
angry agent (AA): (𝑝 < 0.01, Cohen’s 𝑑 = 0.25). There
was no significant differences in valence when comparing
the score of the baseline condition to introducing the neu-
tral agent (AH). The valence score was also lower after
viewing the angry face as compared to after viewing the
neutral face (𝑝 < 0.05, Cohen’s 𝑑 = 0.25). Conversely,
the valence score was higher after the happy face as com-
pared to the neutral face (𝑝 < 0.05, Cohen’s 𝑑 = 0.25).
The difference in valency values between the AH and AA
pair was significant (𝑝 < 0.01, Cohen’s 𝑑 = 0.25).

The results for arousal were as follows: the difference
between arousal values for the following score pairs with
the following experiment codes showing statistical sig-
nificance: (B, AH) with (𝑝 < 0.05, Cohen’s 𝑑 = 0.25);

[a] Valence: A higher value means that a person is content
while a lower value means that a person is upset

[b] Arousal: Measures the state of alertness. A higher value
indicates higher alerntness.

Figure 7: Boxplot showing [a] Valence and [b] Arousal values
entered by participants after viewing each facial expression
(AA, AH, AN) compared to the Baseline, B. The starred brackets
show statistically significant pairings using the Wilcoxon rank
sum tests.

(AA, AH) with (𝑝 < 0.01, Cohen’s 𝑑 = 0.25) and (AN,
AH) with (𝑝 < 0.01, Cohen’s 𝑑 = 0.25); 𝑁 = 15 for all
the test concerning valence and arousal

We tested H2 and H3 and see if anxiety and acceptabil-
ity affect where the participant looks most at the avatar
and whether they are avoiding the agent’s face or eyes as
a result. We compared those results to previous findings
for socially anxious individuals. Kendall’s 𝜏b correlation
was used to run the correlation tests since the sample size
is small, and the normality tests showed that the sample
did not follow a normal distribution as before.

To test H2, when running the tests on all the partici-
pants, we found no correlation between the acceptability
score and number of fixations on all portions of the agent.
We ran another Kendall’s 𝜏b correlation using only anx-

Table 1
Correlation values between acceptability score and fixations
on different portions of the agent for N = 13 (anxious partici-
pants) (*: 𝑝 < 0.05, **: 𝑝 < 0.01),

headf bodyf eyesf other
bodyf .04
eyesf .51* −.22
other .59** .21 .16
Acceptability .31 .03 .51* .22



ious participants. The results are summarized in Table 1.
A positive correlation between the participant’s accept-
ability score and the number of fixations on the eye were
found which was statistically significant (𝜏𝑏 = 0.510,
𝑝 < 0.05). The acceptability score was standardized
between −1 and 1.

To investigate H3, a Kendall’s 𝜏b correlation was run
to determine the relationship between the participant’s
anxiety score and amount of fixations on a certain por-
tion of the avatar, as shown in Table 2, with 𝑁 = 45,
regardless of the face used. There was a strong, posi-
tive correlation between the participant’s anxiety score
of and the number of fixations on the agent body per
minute, which was statistically significant (𝜏𝑏 = 0.30,
𝑝 < 0.001). Additionally, there was also a strong nega-
tive correlation between the participant’s (𝜏𝑏 = −0.22,
𝑝 < 0.01). The results are summarized in Table 2.

A Kendall’s 𝜏 -b correlation was run to determine the
relationship between the anxiety score of the participant
and the number of fixations in a certain section of the
agent, among 15 participants, per facial expressions. We
observed if there are any patterns for specific facial ex-
pressions. We found no significant correlations between
the anxiety score and the body fixations when present-
ing the participants with the happy face. However we
found a strong correlation between the number of body
fixations (bodyf) and the anxiety score when participants
were presented with the neutral face, which was statis-
tically significant (𝜏𝑏 = 0.411, 𝑝 < 0.05). There was
also a strong correlation between the number of fixa-
tions detected outside the agent and the anxiety score
when participants viewed the angry face, there was also
a significant correlation between the number of fixations
outside the agent when participants were viewing the an-
gry face, which was statistically significant (𝜏𝑏 = 0.420,
𝑝 < 0.05). The values were Benjamini-Hochberg cor-
rected. The results are summarized in the scatter plot
detailed in Fig. 8. We ran two additional Kendall’s 𝜏 -b
correlation tests to see if there was a correlation between
anxiety score and if the participant gazed at the upper
or lower part of the avatar’s face, first regardless of the
face with 𝑁 = 45, then per facial expression (angry,
neutral, happy) with 𝑁 = 15. For the results, regardless
of the face presented there was strong negative correla-

Table 2
Correlation values between anxiety score and fixations on
different portions of the agent for N = 45. (*: 𝑝 < 0.05, **:
𝑝 < 0.01)

headf bodyf eyef other
Anxiety Score -0.12 .30** -.22* 0.2
headf -.32** .56** -.0.3
bodyf -.50** .24*
eyef .27*

[a] Angry Expression

[b] Neutral Expression

Figure 8: Scatter plot illustrating the correlation between the
anxiety score of the participant and the number of fixations
detected on outside of the agent’s face, when observing the
avatar with the (a) angry expression as opposed to number
of fixations on the agent’s body, when observing the agent
with the (b) neutral expression over one minute.

tion between the anxiety score and the upper face with
statistical significance (𝜏𝑏 = −0.263, 𝑝 < 0.05). For
the result per facial expression, only the happy expres-
sion showed a strong negative correlation between the
anxiety and the upper face, with statistical significance
(𝜏𝑏 = −0.408, 𝑝 < 0.05).

5. Discussion
In H1 we suggested that the agent affects the user va-
lence and arousal. The results in Fig. 7 show that the
agent has a significant effect on the valence and arousal
of the user according to the emotion displayed. This
shows that the model of the avatar actually works to
affect the participant. The differences between valence
and arousal of the participant when viewing the neutral
agent compared to the baseline were not statistically sig-
nificant. This is expected because there was no emotion
conveyed with the neutral facial expression. The angry
and happy facial expressions affected the valence and
arousal of the participants significantly compared to the
baseline. This showed that there the facial expressions of
the agents affected the participants’ valence and arousal.
The angry facial expression also induced a lower valence
score while the happy facial expression induced a higher
valence. This confirmed that the facial expressions of the
avatar were perceived correctly and supports H1.

In H2, we predicted that user’s acceptability of the
agent emotions affects gaze patterns on the agent. SAD
individuals do not want to confront the emotions of oth-
ers, thus exhibiting behaviors such as avoiding the face
or being hyper-vigilant to cope with emotional display.



In addition to the anxiety score, we measured if the par-
ticipant’s acceptance or rejection of the agent’s emotions
played a factor in avoidant gaze patterns. We created the
acceptability score as measure of the individual partici-
pant’s preference to the agent’s facial expressions were
variant. Individuals with SAD are also anxious at the
time they do not accept facial expressions. Thus we mea-
sured if there’s a correlation between the acceptability
score for anxious participants and number of fixations
on specific parts of the agent. A positive correlation was
found between fixations on the agent’s eye and the ac-
ceptability score in anxious participants. This shows that
even anxious participants are more likely to gaze at the
agent’s eyes even if they accept the agent’s facial expres-
sion. Conversely, the opposite is true when the person
avoids the gaze of the agent, if they find the agent’s emo-
tions unacceptable. This matches the literature for SAD
individuals avoiding eye gaze for displays of affection
and supports H2.

The acceptability score can be used to change how
agent’s faces are studied. It can be used in the future to
study the root cause of SAD or even cultural differences
in social norms when both accepting and reacting to
varying facial expressions. The acceptability measure
can be used as an extra factor in future SAD studies.

For H3, we hypothesized that user’s overall anxiety
affects gaze patterns on the agent. In this study, we took
the number of fixations on each part of the agent as
an indication of acceptance or avoidance of the facial
expressions of the avatar. On one hand, an increased
number of fixations on the eyes or head suggest that
the participant accepts the avatar. This is consistent
to previous studies in [5, 10]. On the other hand, an
increased number of fixations on the body or outside of
the avatar indicates that the user is avoiding the agent.

We also explored the relationship between agent avoid-
ance and the participants’ anxiety level. The initial anxi-
ety score represents an approximation of the participants’
overall state before facing the agent. We found signifi-
cant correlations between the user’s initial anxiety and
body fixations, invariant of facial expression as shown in
Table 2. When analyzing the correlations, on per facial
expression basis, there was a strong correlation between
the anxiety score and the number of fixations on the body
of the agent or outside of the body when presented with
the neutral and angry expressions respectively. When
viewing the angry expression, the fixations were com-
pletely outside the body showing that the participant
is more likely to avoid the agent completely the more
negative the expression is.

We also found a strong negative correlations between
the participants’ anxiety score and the number of fixa-
tions on the agent’s eyes, invariant of facial expression.
This indicates that the participant avoids the agent’s eyes
and is more likely to look at the agent’s body or outside of

the agent, when anxious, matching the pattern of those
with SAD as per [5, 10] and supports H3.

When analyzing the correlation between anxiety score
and user’s fixations on the upper and lower part for all the
faces, we found a strong negative correlation between the
upper face and the anxiety score. This indicated that the
anxious users avoided the agent’s eyes as cited in [5, 10].
When analyzing the correlations per facial expression,
we only found a strong negative correlation between
user fixations on the upper face and the user’s anxiety
score, with the happy agent. This is probably because
the participants were avoiding the face otherwise for the
neutral and angry agents. This indicates that anxious
users are more likely to look at the agent’s face, if it has
positive affect, despite avoiding the eyes.

6. Conclusions
The study observes the correlation between anxiety of
normative users, their acceptability of the agent’s emo-
tions and the respective gaze patterns on an agent with
varying emotions. Our results suggest that individuals
with anxiety in the moment have similar gaze patterns to
those with SAD. The similarities between normative indi-
viduals facing anxiety in the moment, their gaze patterns
and their acceptability of the agent, can unlock a better
understanding of the way SAD individuals operate. The
techniques used for SAD individuals can also be used
to accommodate normative anxious individuals facing
social situations in VR.

In this model the participant is allowed to look away
from the face to other sections of the embodied agent
including the body, which emulates an actual social situa-
tion in VR. Whether the users gazed at the upper or lower
parts of the agent’s face, were also analyzed. The more
negative the expression, the further the anxious partic-
ipant strayed away from agent’s eye, then the face and
entire body respectively. These findings are an important
indication in designing future systems. E.g. Nonverbal
agents with positive affect might be a better choice for
an anxious normative individual as they were still more
likely to gaze at the face regardless of their anxiety. The
studies also show that users are more likely to gaze at the
agent’s eyes if they accept the agent’s emotional display.

A Metaverse VR avatar and VIVE tracker were used
in the experiment. The technique can be easily applied
to a more ecologically valid setting to find avoidance
patterns of anxious users in real-time. This is useful to
adjust a non-verbal agent’s expression to accommodate
for the user’s anxiety and facial preference. Other sen-
sors can also be added to find stronger patterns e.g heart
sensor or facial tracker. The studies suffer some limita-
tions due to limited participant count and non-validated
questionnaires.
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