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Abstract  
With active hardware development, the number of software machine learning-based systems 

has increased dramatically in all areas of human activity, in particular, in medicine. The use 

of machine learning elements in software systems requires the organization of a pipeline 

process of software development, testing, and support. The application of MLOps 

technologies will improve the quality and speed of system development, as well as simplify 

the process of adjusting the algorithm parameters to improve the system operation quality. 

The purpose of this work is to develop an MLOps pipeline that will consider all the necessary 

stages of software development based on machine learning algorithms for biomedical image 

processing. 
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1. Introduction 

Many software development companies in various fields have begun to actively implement 

machine learning techniques. A large number of funds will be allocated for these needs. According to 

Deeplearning.ai reports [1], only 22 percent of all projects using artificial intelligence have 

successfully implemented the process of using machine learning models. The standard software 

development process uses only programming languages, frameworks, and libraries. The process of 

developing software using elements of machine learning requires the development of neural network 

architectures, tools for processing large volumes of data, and training and testing system modules. 

The software development industry has faced a number of challenges that have led to the 

development of the DevOps model. This model provides a pipelined development process that allows 

optimizing the code development process. Leite et al. in [2] presented the concepts and peculiarities 

of DevOps technology. In the work [3], the authors provided tools and techniques that are widely used 

in DevOps-based software development. 

The MLOps model is aimed to organize the machine learning process. MLOps uses DevOps 

practices for machine learning and allows programmers to work collaboratively on a single project. 

This allows for increasing the speed of development and provides rapid data analysis by means of 

using monitoring tools. Thus, the use of this approach allows implementing machine learning in 

modern projects on an industrial scale, and not only in a test form. The peculiarity of this publication 

is that we analyze all the steps necessary for the high-quality implementation of machine learning 

elements in the process of development and maintenance of specialized software based on image 

processing. The novelty of the work is that the necessary additional steps inherent only in the stage of 

processing biomedical images are taken into account.  

The life cycle of machine learning-based software development consists of the following 

components: 

- obtaining data (biomedical images); 

- data processing, bringing it to the required form, for example, image filtering, image 

segmentation, etc.; 



- development of neural network architecture, for example, convolutional neural network; 

- architecture tuning; 

- deployment; 

- monitoring of work results. 

One of the key approaches for project code deployment is the use of continuous integration and 

continuous delivery. 

MLOps develops the software development pipeline by providing a closer collaboration between 

data groups. This accelerates the speed of project release and the ability to adapt the input parameters 

of machine learning algorithms depending on the indicators of the monitoring results. MLOps is an 

extension of the concept of DevOps and is designed to run machine learning models in production. 

The purpose of this work is to develop an MLOps pipeline that considers all the necessary stages of 

software development based on machine learning algorithms for biomedical image processing. 

2. Literature review  

Analysis of recent publications of scientists in this field is presented in the literature review. 

In work [4], the authors investigated the "MLOps" concept and highlighted the advantages of its 

application for software development. 

Yue Zhou in [5] reviewed such platforms as TensorFlow Extended, ModelOps, and Kubeflow. As 

a result of the analysis, the author highlighted the systems' imperfections from the ML pipelines' point 

of view. The author analyzed the speed of each stage in ML pipelines. 

Kreuzberger et al. in [6] conducted a generalized analysis of MLOps approaches and modern 

architectures. The authors analyzed publications, software tools, and expert feedback in this area. 

In the book "Practical MLOps" [7], the authors provided examples of using MLOps solutions in 

combination with AWS, Microsoft Azure, and Google Cloud services. The authors also provided the 

best solutions for applying MLOps-based practices at the stage of system monitoring. 

Application of MLOps-practices using AWS SageMaker, Google Cloud, and Microsoft Azure 

services is considered in work [8]. In addition, the authors presented the results of using the PyTorch, 

Keras, and TensorFlow libraries. 

Reddy et al. in [9] proposed a framework for the machine learning process (MLOps) for platform 

development. This platform optimizes data and integrates processes, as well as brings together all 

processes by automating the project deployment phase. 

Currently, there is a problem with harmonizing software development standards in medicine with 

elements of artificial intelligence. The authors in [10] provided arguments for the need to implement 

software development standards at the international level. 

Kaminwar et al. in the work "Structured Verification of Machine Learning Models in Industrial 

Settings" [11] showed 5 stages of the life cycle of developing software applications based on machine 

learning. 

The DevOps methodology appeared much earlier than the concept of MLOps and involved 

approaches to software development without the use of machine learning elements. In a research 

study [12], Erich et al. provided ways to use the DevOps methodology in software development in 

organizations that operate in various industries. In research [13], the authors focused their attention on 

automation, software development culture, continuous integration, and continuous delivery 

approaches. 

Therefore, in these publications, scientists paid considerable attention to data processing in 

general, and in most cases in text format. The main goal of implementing DevOps practices is to 

eliminate the barrier between software developers and operations [14]. In work [15], the authors 

emphasized the application of DevOps practices at the level of cloud computing and testing. It made it 

possible to provide software and services quickly, reliably, and with better quality. DevOps uses a 

variety of methodologies that unite developers and operations personnel [16]. Applying DevOps 

practices of continuous automation for machine learning is described in [17]. In work [18], Ebert et al. 

analyzed modern tools for DevOps specialists. 

The application of machine learning technologies for biomedical image analysis has its own 

peculiarities. The task of automatic biomedical image segmentation using the U-Net architecture is 



considered in [19]. The specific features of immunohistochemical image-based breast cancer 

diagnosing were demonstrated in [20]. An adaptive method of immunohistochemical image 

processing was developed in [21]. The classification of cytological images was considered in the 

article [22]. The process of entire biomedical image processing requires the development of a 

specialized approach that includes computer vision algorithms, machine learning, and other typical 

software components. 

Currently, there are other similar tools and prototypes that cannot implement the necessary 

functionality. However, they have a number of disadvantages: 

- poor documentation; 

- the platforms are under development, so some functionality is not fully implemented; 

resource limitation in the free version; 

- experience with Amazon services is required to get started. 

Therefore, research and development of a pipeline for biomedical image processing is an urgent 

task. 

3. Problem statement 

Development of the MLOps methodology for designing a software system for biomedical image 

processing is an important task. 

The objectives of this work are as follows: 

1. Analyze MLOps platform tools. 

2. Develop the main components of the pipeline for image analysis. 

3. Describe the ML-pipeline for biomedical image processing. 

 

4. Analysis of MLOps tools and platforms 

MLOps provides an entire software development lifecycle, from an idea to the project deployment. 

Comparison of MLOps tools is a complex process, as there are a large number of evaluation criteria 

and specificity of a subject area. Table 1 provides a comparative analysis of MLOps tools and 

highlights their advantages and disadvantages. 

 

Table 1 

Comparative analysis of MLOps tools. 

MLOps - tool Advantages Disadvantages 

Iguazio Availability of a large number of 

ready-made features. 

A convenient interface for 

implementing the model in real 

life. 

Availability of a free trial period. 

API availability. 

Poor documentation 

Kubeflow Availability of pyTorch, Jupyter, 

TensorFlow, and scikit-learn. 

Availability of integration with 

Kubernetes. 

Ability to scale the architecture. 

The need for knowledge and 

experience in containerization 

Superannotate Emphasis on image and video 

processing. 

Conveniently organized conveyor. 

Clear documentation, in 

particular, for forming a set of 

images. 

The platform is under development, 

so some functionality is not fully 

implemented. 



Ability to import/export 

annotations from third-party 

services, such as AWS. 

Integrations with AWS, Azure, 

and GCP. 

 

Amazon SageMaker Having Amazon SageMaker 

Pipelines. 

Ability to apply CI/CD approach. 

Presence of logging of training 

data processes, platform 

configurations. 

Complex documentation 

Experience with Amazon services is 

required to get started 

Valohai Open API. 

Availability of means for A/B 

testing. 

The availability of means to 

ensure the security of the Sign-On 

system (SSO), (2FA). 

 

No free version. 

H2O MLOps Support for integration by leading 

cloud providers. 

Real-time dash boarding. 

Availability of A/B testing. 

Convenient deployment 

environments. 

Not detailed documentation 

Neptune.ai Model metadata logging. 

Convenient visualization. 

Data comparisons. 

Integration with cloud systems. 

 

Resource limitation in the free 

version. 

 

So, machine learning-based software systems are currently actively developing. Available 

services provide an opportunity to develop systems that use artificial intelligence. Most of the MLOps 

tools have a convenient graphical interface that allows for monitoring all stages of program 

development. Also, a key characteristic of such tools is a typical workflow and components for 

integration with cloud services. 

5. MLOps workflow for biomedical image. 

Unlike the DevOps concept, MLOps involves more experiments and tests. MLOps is a set of 

approaches for communication between data scientists, developers, and operation engineers. 

MLOps workflow consists of 3 main components: 

1. Build. 

2. Deploy. 

3. Monitor. 

MLOps-workflow for processing biomedical images is shown in Figure 1. 

The main difference between DevOps and MLOps is the availability of data. Data can be in 

structured or unstructured forms. After the formation of the data set, it is necessary to divide it into a 

test sample and a training sample. There are two main approaches to dividing the sample: 

1. Creation of two directories "test" and "training". 

2. Storage of all images in one directory and software division into test or training samples. 

The developed directory structure for processing immunohistochemical images looks like this: 

 
- Research_title 



o Er (estrogen) 

o Her2neu 

o Pr (progesterone) 

o Ki-67 

o Histology  

 

In these directories, there are files of researched images in RGB format. Image labeling is also a 

component of the MLOps workflow. 

 
Figure 1: MLOps workflow for biomedical images. 

 

In the first stage, input data is loaded and further processed. In most cases, the image database is 

created manually. Pre-processing takes place automatically based on computer vision algorithms. 

Algorithm parameters are formed on the basis of training results. An example of the preprocessing 

code is: 

 

Mat newImageMat = new Mat(); 

this.normalSegmentedImgMat.copyTo(newImageMat); 

 

/** IMAGE AFTER PREPROCESSING*/ 

ImageManagerModule imageManagerModule = new ImageManagerModule(); 

newImageMat = 

imageManagerModule.autoImageCorrection(newImageMat,lowTreshValue.get(i)); 

 

Examples of immunohistochemical images are shown in Figure 2. 

 



           
Figure 2: Examples of immunohistochemical images 

 

 

After the data is prepared and processed, the build model is developed. A machine learning model 

is a file that consists of the results of training data based on certain algorithms. To build a model, 

besides data training, it is necessary to develop neural network architecture for classification. The 

developed CNN architecture is shown in Figure 3. 

 

 
 Figure 3: CNN Architecture 

 

The MLOps pipeline for biomedical images processing is characterized by the fact that it is 

necessary to provide steps related to pre-processing of images, taking into account filtering elements, 

brightness/contrast level adjustment based on computer vision algorithms.  



For image segmentation, the architecture of the U-net network was developed, which is shown in 

Figure 4: 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Architecture of the U-net encoder  

 

After building and training the neural network model, the performance of the model is evaluated 

based on the test sample. If the results of the model are as expected, then the model is saved. 

The "Model registration" stage involves containerization of the project together with the developed 

model using Docker. Docker is a software tool that combines operating system code and additional 

libraries. Containerization allows the creation of a configuration file that includes all the necessary 

dependencies for project execution. 

The Deploy stage serves to deploy the project in the required environment using such tools as 

container instances, Kubernetes clusters, or a virtual machine. In this stage, testing is a key procedure. 

Successful execution of all automatic tests allows deploying and fully engaging the project in the 

required environment, for example, in the cloud. 

 After the implementation of the developed project and machine learning model, it is important to 

monitor the performance of the developed program. Therefore, monitoring stages are used in the 

MLOps pipeline. With the help of special tools, it is possible to monitor various work parameters, 

including system load. Logging in is also an important step. This stage helps to monitor the state of 

the system not only in real-time, but also during some specific period (e.g., week, day, or hours). 

Usually, log files are located in the server where the software system is running. There are also tools 

that allow more convenient record analysis in log files. 

Specially trained engineers are engaged in the analysis of system indicators. Feedback from 

engineers on the system indicators allows for adjusting the developed project: to improve the 

architecture of the neural network, use more training data at the training stage, and increase the 

characteristics of the environment in which the project is deployed. If it is necessary to change any 

characteristics of the project, then data scientists, developers, or system administrators start working 

and the project deployment process takes place according to the previous workflow. 

6. Conclusions 

1. A comparative analysis of MLOps tools was carried out, which made it possible to highlight 

their advantages and disadvantages. In particular, most of the tools include API for working with the 

system and integrating with known cloud services. 

2. There was developed MLOps workflow for biomedical images. This workflow takes into 

account the peculiarities of image processing. 

3. Architectures of convolutional neural networks and U-net networks, which are components 

of the model code built during the workflow execution, were developed. 
 

7. Related Works and Discussion 

In future research, it is planned to improve the existing pipeline by adding functionality to use not 

only convolutional neural networks, but also other machine learning tools, such as logistic regression, 
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SVM, etc. It is also planned to combine the developed pipeline with its own software for the analysis 

of biomedical images. 
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