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Abstract  
In view of the fact that the existing link prediction methods only focus on the local or global 
structure of the network, a link prediction algorithm (LP-ILHA) integrating low order and high 
order features is proposed. Firstly, the representation vector of the network is obtained by 
matrix decomposition of DeepWalk algorithm, and the weight between nodes with connected 
edges is obtained by calculating the similarity value between nodes, and the weight value is 
taken as the local feature; Secondly, the connection probability between nodes is predicted by 
Katz algorithm to obtain the connection weight between connected nodes in the network, which 
is taken as the global feature. Finally, the local and global characteristics of the network are 
combined to calculate the connection probability between nodes. The experimental results 
show that LP-ILHA algorithm has significantly improved prediction performance compared 
with traditional algorithms, and its performance is more excellent in link prediction of actual 
networks.  
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1. Introduction 

With the development of network technology, the evolution and topology of complex networks have 
become a research hotspot. Most entities in the real world can be represented by networks, such as 
circuit networks, biological networks, social networks, mobile communication networks, etc. Link 
prediction is an important tool for analyzing network change patterns. In essence, it is to predict the 
possibility of link generation at future moments between pairs of nodes that have not yet generated links, 
using information about node properties, connected edge relationships between nodes, and network 
topology under existing network conditions[1]. Research on link prediction has contributed to the 
development of various fields. For example, link prediction replaces expensive experiments in protein 
network prediction by link prediction techniques[2,3], in social network analysis, link prediction makes 
scientific recommendations based on user personality[4-6], and in recommender systems, link prediction 
can generate targeted personalized recommendations based on different users' preferences[7,8]. With the 
development of information technology, the requirements for link prediction accuracy are getting higher 
and higher, and how to improve the accuracy of link prediction has become a key issue for research.  

Traditional link prediction methods can be classified into three categories according to the network 
structure: similarity metrics based on local information, similarity metrics based on global information 
and similarity metrics based on quasi-local information[9]. The link prediction algorithm based on local 
information can be used for larger networks, but the prediction is not effective. Conversely, link 
prediction algorithms based on global information have higher computational accuracy, while not 
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applicable to the case of larger network size. Paralocal metrics, on the other hand, find a balance 
between prediction accuracy and time complexity in it. The literature [10] argued at there is an impact 
of the network structure on the accuracy of link prediction algorithms, such as the density, node degree, 
and aggregation coefficient of the network. Also the dense and sparse nature of the network can have 
very different properties. The literature [11] combined network representation learning with network 
structure features and proposed Ego-Embedding link prediction algorithm to improve the accuracy of 
link prediction algorithm by combining contextual reconstruction embedding in network representation 
learning. The literature [12] compared the existing similarity metrics and algorithms to calculate the 
local feature similarity. And proposed to calculate the structural similarity of neighboring nodes 
between target nodes based on the structural similarity metric of neighboring nodes, so as to determine 
the probability of link generation between target nodes. Ye et al[13] first combined the DeepWalk 
algorithm with link prediction, which is based on matrix decomposition to obtain a vector representation 
of the nodes in the network and use the cosine similarity method to derive the similarity matrix. Yang 
et al[14] considered the perspective of the higher order structure of the network and combined the 
contextual representation vector with the network node representation vector to derive a higher order 
similarity matrix representation, thus improving the accuracy of the link prediction algorithm. All of 
the above literature shows that the network structure has an impact on the accuracy of link prediction. 

There are still more problems with link prediction. First, most of the existing link prediction 
algorithms only consider the local characteristics of the network or only consider the global 
characteristics of the network and neglect to consider the local and global information of the network 
together. Second, traditional link prediction algorithms have difficulty in solving the problem of 
insufficient training set due to network sparsity. Finally, the extant link prediction algorithms take less 
account of the edge weights. Therefore, to solve the above problem, we combine the global structure 
information of the network with the local structure information of the network. And we propose a link 
prediction algorithm that fuses low-order and high-order features (Linking Prediction Algorithm 
Integrating with Lower and Higher Order Features, LP-ILHA). The algorithm fuses the local and global 
features of the network with each other to improve the link prediction performance. The network 
structure features are constructed by the network adjacency matrix, and the vector of each node is 
obtained by the SVD matrix decomposition, and the similarity value between any two points is obtained 
by multiplying the obtained vectors two by two, which contains the local features of the nodes. And 
then the Katz algorithm is used to obtain the full path similarity value between nodes, which contains 
the global characteristics of the nodes. Finally, the weights between any connected two points are 
obtained by fusing local features with global features, and a weighted random wandering link prediction 
algorithm is proposed. The algorithm was evaluated using the AUC rubric and compared with more 
than a dozen algorithms. The results obtained are better than the original calculation results, proving 
the feasibility and effectiveness of the algorithm. 

Our major contributions are as follows: 
1. We integrate both global and local features into the link prediction algorithm by considering the 

local features of the network with the global features. This results in more feature factors in the 
calculated similarity values. 

2. We solve the problem of under-trained data due to sparse network structure based on the matrix 
decomposition form of DeepWalk algorithm. The method is more efficient and can better 
understand the relevance of the network structure. 

3. We design a weighted random wandering algorithm for evaluating the prediction probability 
between nodes. None of the current mainstream link prediction algorithms consider the 
information of connected edge weights, and the connected edge weights considered in this paper 
come from the network itself, which is very effective for improving the performance of the link 
prediction algorithm. 

2. Relevant knowledge 
2.1. Similarity metrics based on local information 

(1) The common neighbor metric[1] considers that if there are more common neighbor nodes between 
node x and node, the nodes are considered to be more similar to each other and more likely to generate 
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links in the future. Where Γ(x) and Γ(y) represent the set of neighbors of node x and node y, respectively, 
as shown in Equation (1), 

( ) ( )
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                    (1) 

(2) Similarity metrics based on Admic-Adar algorithm[1]. The AA metric considers that neighboring 
nodes with small degrees are more likely to have contiguous edges with other nodes, where k represents 
the degree of the node, As shown in equation (2), 

( ) ( )

1 .
log

AA
xy

z x y z

S
k∈Γ ∩Γ

= 
                                                               (2) 

(3) Similarity metrics based on resource allocation algorithms[1]. The RA metric assumes that 
resources will be distributed equally among nodes, so that nodes with more access to resources have a 
higher probability of producing contiguous edges, where kz denotes the degree of node z, as shown in 
Equation (3), 
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(4) Similarity metric based on CN metrics of local plain Bayes[1] assumes that the possibility of 
generating connected edges between nodes depends on the set of common neighbors, where C(z) 
represents the node aggregation coefficient and ρ represents the network density, as shown in Equation 
(4), 
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                                              (4) 
(5) Similarity metrics of local plain Bayes based on AA metrics are similar to LNBCN metrics[15]. 

quantified the influence of neighboring nodes and combined the proposed role function with AA metrics, 
as shown in Equation (5), 
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                                            (5) 
(6) Similarity metrics based on RA metrics[15] with local plain Bayes are consistent with AA metrics 

except for different weight assignments, as shown in Equation (6), 
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                                              (6) 
(7) The preferred connection similarity metric[1] only considers the size of the node degree and does 

not need to calculate information about the neighborhood of each node, so the complexity of the 
calculation is small, where the probability of a new link connecting to node x is positively related to kx, 
as shown in Equation (7), 

.PA
xy x yS k k=

                                                                      (7) 
(8) Based on the favorable similarity of nodes with large degree, it is believed that nodes with larger 

degree have more connected edges and therefore have higher probability of linking with other nodes, 
as shown in Equation (8), 
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(9) In contrast to HPI based on unfavorable similarity of nodes with large degree, HDI considers 
nodes with small degree to have higher probability of linking with other nodes, as shown in Equation 
(9), 
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(10) The node-pair assignment based similarity index[1] (Leicht Holme Newman Local Index, LHN-
l) is similar to the CN index, but the LHN-l index considers that two nodes have more neighboring 
nodes with larger similarity scores, as shown in Equation (10), 

1 ( ) ( )
.LHN

xy
x y

x y
S

k k
− Γ ∩ Γ

=
×                                                        (10) 

2.2. Similarity index based on global information 

(1) The Katz metric[1] considers all interconnected paths between two nodes, where β represents the 
adjustable parameter controlling the path weights, |𝑝𝑎𝑡ℎ𝑠௫,௬௜ | represents the number of paths of length 
between connecting node x and node y, and I represents the unit matrix, as shown in Equation (11), 

2 1( ) .katz
xy xy xyS A A I A Iβ β β −= + +…… = − −                                        (11) 

(2) Average Commute Time (ACT)[1], m(x,y) represents the average number of steps to be taken to 
wander randomly from node x to node y, as shown in Equation (12)， 

( , ) ( , ) ( , ).n x y m x y m y x= +                                                     (12) 
This value can be obtained by the pseudo-inverse of the Laplace matrix, and the formula 

( , ) ( 2 )xx yy xyn x y M l l l+ + += + −  can be obtained by the pseudo-inverse L+(L=D-A) of the Laplace matrix,  
where xxl +  denotes the element corresponding to the x-th row and y-th column position in matrix L+, and 
the shorter the average commuting actual distance between two nodes indicates that the two nodes are 
closer, as shown in equation (13), 
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2
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xy

xx yy xy

S
l l l+ + +=

+ −                                                            (13) 
(3) The SimRank metric[1] proposes that two nodes are more likely to be similar if their neighboring 

nodes are similar, and C represents the decay function of similarity transfer, taking values in the range 
[0,1], as shown in Equation (14), 
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(4) Similarity metrics based on matrix forest theory take into account the multi-path weighting 
problem between nodes, where L represents the Laplace matrix and I is the unit matrix, as shown in 
Equation (15), 

1( ) .
xy

MFIS I L −= +∂
                                                              (15) 

2.3. Similarity index based on quasi local information 

(1) The local path-based similarity metric[1] considers the influence of second-order neighbors and 
third-order neighbors based on the common neighbor similarity metric and adds adjustable parameters, 
as shown in Equation (16), 

2 3 ,
xy

LP
xy xyS A Aα= + ⋅

                                                                  (16) 
where A represents the adjacency matrix of the network, 𝐴௫௬௡  represents the number of paths with 

path length n between node x and node y, α represents the adjustable parameters, and so on, which can 
be extended to n-th order paths, but the complexity of the local path metrics will be increasing as the 
order gradually increases. 

(2) The transfer-based similarity metric[17] conveys similarity with intermediate nodes by improving 
the collaborative filtering algorithm, where ε represents the constant, T is the similarity matrix, and S is 
the similarity matrix passed, as shown in Equation (17)， 
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3. Methodology framework 
3.1. Problem description 

Given an undirected network G=(V,E), containing n nodes with m edges, where V represents the set 
of nodes in the network, which can be denoted as 1 2 3 4{ , , , , , }nV v v v v v=   , and E represents the set of 
connected edges between nodes in the network, which can be denoted as 1 2 3{ , , , , }mE e e e e=   . An*n 
represents the adjacency of the n-node network in the network, and W represents the weight matrix in 
the network. To facilitate the experiment, the data are divided into a training set Gtrain and the test set 
Gtest , where Gtrain is the set of networks composed of known information. 

3.2. Calculation of connected edge weights for networks based on low-order 
features 

Word2Vec is a word embedding model proposed by Google in 2013, which obtains word vector 
representation by neural network algorithm, mainly consisting of Skip-Gram model (Continuous Skip-
Gram) and CBOW model (Continuous Bag-of-Words Model), and the word vector obtained by this 
method has low dimensionality and high density. The DeepWalk algorithm is based on the idea of 
Word2vec algorithm, which uses the co-occurrence relationship between nodes to learn the vector 
representation of nodes, and uses the random walk strategy to obtain the vertex sequence and introduce 
it into the Skip-Gram model to learn the embedding of vertices. obtain the local data to be trained. 
Second, the Skip-Gram algorithm is used to learn the sampled data and generate a vectorized 
representation of the nodes. Meanwhile, the Skip-Gram model can map the network nodes into a low-
dimensional vector space, thus reducing the complexity, and the node sequence of the network is 
obtained by random walk, which can be combined with the Skip-Gram model to effectively improve 
the accuracy of the link prediction model [18], and the Skip-Gram model is shown in Figure 1. 

 
Figure 1: Skip-Gram model 
 

The Skip-Gram model based on negative sampling is called SGNS (Skip-Gram with Negative 
Sampling), which is essentially a three-layer neural network in the network trained on contextual node 
relationships, and the objective function of SGNS is, 

| |
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                                        (18) 
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where vi is the network representation vector of the current node and vj is the network representation 

vector of the context node. v represents the sum of the representation vectors of the context nodes. 
The existing research results show that the SGNS algorithm is essentially a matrix decomposition, 

The specific formula is as follows. 
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where n represents the number of context negative sampling nodes, |D| is the number of nodes in the 
whole training set, N(v) represents the number of occurrences of nodes in the whole training set D, and 
N(vi,cj) represents the number of occurrences of context nodes, current nodes in the whole training set 
at the same time. 

Yang et.al[19] subjected the above equations to optimization and simplification operations and finally 
defined the calculation procedure of the network structure characteristic matrix as follows. 

2 3 nA A A AM ,
n

+ + + …… +=
                                              (21) 

where A is the adjacency matrix, and Yang et al. have derived the simplified network structure 
feature matrix M by considering the complexity of the algorithm and the accuracy of the algorithm as 
follows. 

2

2
A AM .+=

                                                            (22) 
The reduced network structure feature matrix considers only the computational relationships 

between the low-order nodes, which greatly reduces the computational time complexity at the expense 
of a smaller degree of precision. 

SVD (Singular Value Decomposition) is an information extraction method[20], which can simplify 
data, remove noise, remove redundant data, and reduce computation by eliminating the numbers with 
small singular values that may be noise. The topology of a network and the connected edge relationship 
are known, and the network can be represented by means of an adjacency matrix, through which the 
target matrix M of the network matrix decomposition can be obtained. In this paper, the target matrix 
M is decomposed into three multiplicative matrices of the form U, S, and V by the SVD method to 
reduce the data dimensionality and to obtain the important features in the data. 

Based on the text information TADW (Text Associated DeepWalk) algorithm uses the induced 
matrix complementation algorithm to complement the network structure feature matrix and introduces 
the network text attribute information into the network representation learning. The literature [21] 
proposes the TELP algorithm based on the TADW algorithm and uses the cosine similarity algorithm 
to calculate the similarity between the nodes and reduce the complexity of matrix decomposition. The 
representation vector of each node is obtained by decomposing the similarity matrix, so that the 
connected edge weights between any two nodes i and j in the network are defined as, 

2 2

( ,:). ( ,:)( , ) .
( ,:) ( ,:)

Emb j Emb isim i j
Emb j Emb i

×=
×                                              (23) 

In summary, this paper uses equation (23) as the low-order weight for the existence of connected 
edges between nodes. 

3.3. Link prediction algorithm combining low order and high order features 

In this paper, we propose link prediction algorithms that fuse low-order and high-order features, 
which incorporate local and global information of the network. First, based on the fact that the essence 
of DeepWalk algorithm is the matrix M decomposition of the structural feature matrix of the network, 
which generates the representation vector of the nodes, the representation vector is used to obtain the 
weight information of any connected node in the network, which contains the local features between 
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the connected edges. Second, the Katz algorithm is introduced to calculate the weights of connected 
edges based on the global features, which contain the global features between connected edges. Finally, 
a weighted random wandering algorithm is proposed based on the weight information, and the above 
processes are fused to obtain a link prediction algorithm that fuses low-order and high-order features. 

The random walk algorithm[22] is to randomly select a node in the network to walk and perform a 
walk traversal of the network, and most of the existing link prediction algorithms do not consider the 
information of the connected edge weights of the network. Therefore, this paper proposes a weighted 
local random walk (WLRW) algorithm with less complexity than the global random walk strategy. 
Compared with the ACT algorithm and the SimR algorithm, the WLRW algorithm takes into account 
the network weights and is more consistent with the actual situation of the network. px is the node 
resource distribution and W is the weight matrix, where Πx(0) is an N*1 vector, and the specific 
algorithm is shown in Equation (24), 

( ) ( 1) ( 1)xy x xy
WL

yx
RW

ys t p W t p W t .π π= ⋅ ⋅ − + ⋅ ⋅ −
                                       (24) 

In this paper, by fusing the obtained low-order features of the network nodes with the high-order 
features of the network nodes, so that there are and only unique features among the nodes.  

In order to make the reader understand the details of the algorithm in this paper more clearly, the 
specific algorithm framework is shown in Figure 2. 

 
Figure 2: Weighted random wandering algorithm framework for link prediction 
 

In this paper, a link prediction algorithm that fuses low-order and high-order features is proposed. 
First, the network G is divided into training set and test set, and the adjacency matrix A1 of the training 
set and the adjacency matrix A2 of the test set are derived. second, the matrix decomposition form of 
DeepWalk algorithm is used to obtain the network structure feature matrix M, which contains the first-
order and second-order features of nodes, the feature matrix containing local network information. 
matrix decomposition is performed on the target matrix M to obtain the representation vector Emb of 
nodes The weight matrix W1 containing local network information is obtained by calculating the 
similarity values between the vectors.The Katz algorithm is used to obtain the weight matrix W2 
containing global network information, the feature matrix containing global network information.The 
weight matrix W1 containing low-order features is weighted and fused with the weight matrix W2 
containing high-order features to obtain the weight matrix W in which the local and global information 
are fused.Finally, the weight matrix W with fused low-order and high-order features is applied to the 
weighted random wandering prediction algorithm and evaluated with the AUC evaluation criterion. 

The pseudo code of link prediction algorithm combining low order and high order features is as 
follows: 
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Input：Adjacency Matrix Representation A of Network G； 
Output：AUC； 

1 
2

1 1

2
A AM += ； 

2 Decomposition matrix M into U, S and V matrices through SVD； 
3 0.5Emb U S= × ； 
4 Create a local weight zero matrix W1 of size n*n，

1 1w i j W∈（ ,） ； 
5 for i  1 to n : 
  for j  1 to n: 

   
1

2 2

( :) ( :),
|| ( :)|| || ( :)||

Emb j Emb iW i j
Emb j Emb i

⋅=
×

（ ） ; 

  end 
 end 
6 1 1 1.W W A= × ； 

7 1
2 1 1(( ) ).W E A E Aβ −= − − × ； 

8 1 2

2
W WW += ； 

9 ( ) ( 1) ( 1)xy x x
LP I

y
LHA

y yxs t q W t q W tπ π− = ⋅ ⋅ − + ⋅ ⋅ − ; 

10 Calculate AUC； 
 
The framework can be divided into the following six steps, which are performed as follows. 
1) Dividing the network dataset into two parts, the training set and the test set, and deriving the 

corresponding adjacency matrices A1 and A2, respectively, which in turn lead to the structural feature 
matrix M containing the first-order neighboring features and second-order neighboring features of the 
nodes through Equation (22). 

2) Decompose the structural feature matrix M|v|*|v| into three matrices U|v|*k, Sk*k, and Vk*|v| by SVD 
matrix decomposition, and multiply the matrix U|v|*k with one-half power of the matrix Sk*k to obtain 
the node vector matrix Emb with v rows and k columns, and calculate the weight matrix W1 between 
any two nodes using equation (20), ||-||F represents F parametric, where the matrix W1 contains the low-
order features of the network, and the weight matrix of the first-order neighbor and second-order 
neighbor features with the presence of connected edges is obtained by W1 dot product of the adjacency 
matrix A1. 

3) Calculate the adjacency matrix A1 by Katz algorithm to obtain 1
2 1W E A Eβ −= − −（ ）  , the weight 

matrix W2 containing global features. 
4) the weight matrix W1 containing the local information of the network and the weight matrix W2 

containing the global information of the network are weighted and fused to obtain the final weight 
matrix 1 2 / 2W W W= +（ ）. ; and 

5) Using W as the weight transfer matrix of the WLRW algorithm. 
6) The effectiveness of this method is verified by evaluating it with the AUC evaluation criteria. 

4. Experimental results and analysis 

To avoid the uncertainty of single kind of network experiments, this experiment is conducted using 
four real citation networks and some datasets from two social networks, and the reliability of the link 
prediction algorithm proposed in this paper by fusing low-order and high-order features is demonstrated 
by training the six datasets at training rates of 0.7, 0.8, and 0.9, respectively. 

4.1. Data set 

The experiments in this paper use four real citation network datasets[23], Citeseer, DBLP, Cora, Wiki 
network with some datasets from two social networks, Facebook network and NS Scientist 
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Collaborative Network, Table 1 lists the attributes of the datasets used in this experiment, where |V| 
stands for the number of nodes, |E| stands for the number of edges, K stands for the average degree, D 
stands for the network diameter, L stands for the average path length, P stands for the density, and C 
stands for the average clustering coefficient. 

 
Table 1 
Dataset Properties 

Data set |V| |E| K D L P C 
Citeseer 3312 4732 2.857 28 9.036 0.001 0.257 

DBLP 3119 39516 25.339 14 4.199 0.008 0.259 
Cora 2708 5429 4.010 19 6.310 0.001 0.293 
Wiki 2405 17981 14.953 9 3.650 0.006 0.480 

FaceBook 1631 2603 2.603 24 7.833 0.002 0.246 
NS 1461 2468 3.379 19 6.349 0.002 0.775 

4.2. Evaluation criterion 

We use the AUC (Area under the receiver operating characteristic curve) metric as the metric of link 
prediction accuracy in this paper, and the AUC is calculated as shown in Equation (25). The principle 
is to give each edge in the network a weight, AUC assigns a weight to each unknown edge, AUC 
evaluates the index that two edges are randomly selected, one of which is an edge that already exists in 
the network, i.e., an edge e1 in the test set Gtest . The other is an unknown edge that does not exist in the 
network at the moment, i.e., a random edge e2 in the U-E.Each edge has its fractional value. If the 
fraction of e1 is greater than the fraction of e2, the prediction is accurate and 1 point is added. If the 
scores of both edges are equal, 0.5 point are added. When the comparison is repeated n times 
independently, the following formula is obtained assuming that n1 times the fractional value of e1 is 
greater than the fractional value of e2 and 2n  times the fractional value of e1 is equal to the fractional 
value of e2. 

                                                        (25) 
In this paper, the LP-ILHA algorithm was evaluated by the AUC rubric, and the LP-ILHA algorithm 

was experimented on four datasets, CiteSeer, DBLP, Cora, and WiKi, with training rates of 0.7, 0.8, 
and 0.9 and compared the LP-ILHA algorithm with 17 other algorithms[12,13], as shown in Table 2. 

 
Table 2 
Citation network link prediction results(%) 

Data set CiteSeer DBLP Cora Wiki 
Training rate 0.7 0.8 0.9 0.7 0.8 0.9 0.7 0.8 0.9 0.7 0.8 0.9 

CN 68.1 72.0 74.6 85.4 88.4 90.6 69.5 72.3 78.1 86.4 88.8 90.6 
Saltion 66.3 72.7 74.4 86.0 87.9 90.7 69.3 72.1 77.8 85.2 88.1 88.6 

HPI 66.2 72.1 74.4 85.6 88.9 90.7 69.3 72.4 77.9 85.5 88.7 88.5 
HDI 66.0 72.5 74.1 85.7 88.3 90.8 69.5 72.5 76.6 85.4 87.3 89.3 

LNH-1 66.4 72.9 74.4 85.8 87.8 89.9 69.1 72.1 77.3 84.9 87.7 87.9 
AA 66.3 72.2 74.3 86.0 88.2 90.9 69.3 72.6 77.6 87.2 88.1 91.4 
RA 66.3 72.1 74.6 86.5 88.5 90.8 69.4 72.4 77.9 85.7 89.1 90.7 
PA 78.9 79.0 79.5 76.3 77.1 77.5 71.5 71.9 71.5 82.8 82.2 82.6 
LP 81.0 86.8 88.4 92.9 93.6 94.9 80.1 82.9 87.9 92.3 93.9 94.1 

Katz 96.8 97.9 97.1 93.4 94.1 94.8 90.8 92.1 94.4 93.6 94.5 94.6 
LNBAA 66.3 72.6 74.5 86.0 88.4 91.1 69.4 72.5 78.0 86.5 87.9 90.5 
LNBCN 66.7 72.2 74.2 85.6 88.4 90.8 69.5 72.1 77.7 86.5 89.0 90.1 
LNBRA 66.0 72.2 74.2 85.8 88.9 91.2 69.3 72.8 77.7 86.6 87.8 89.3 

1 20.5 .n nAUC
n

+=
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ACT 75.8 75.5 73.7 79.0 80.0 80.8 74.1 73.6 74.0 79.2 80.4 79.1 
Cos+ 88.5 89.3 88.4 91.5 93.4 95.0 90.2 90.9 93.2 91.4 91.3 92.4 
MFI 96.6 98.0 97.8 95.1 96.0 97.0 93.1 94.2 95.6 93.3 94.7 94.6 

TSCN 84.2 85.6 86.2 91.2 91.0 92.3 88.3 90.6 92.9 91.6 92.3 78.7 
LP-ILHA 97.4 97.5 97.9 91.7 92.4 93.5 93.4 94.6 94.8 93.4 94.3 95.0 
 
From the table, we can see that the LP-ILHA algorithm performs very well in most of the networks, 

and the AUC values obtained are above 91%. Its average AUC in the four citation networks is 94.6%. 
From the experiments, it is seen that the LP-ILHA algorithm has good results in all four real citation 
networks. And the LP-ILHA algorithm has a partial improvement compared with the other 17 
algorithms. In the CiteSeer dataset, the LP-ILHA algorithm has the highest improvement of 31.4% 
compared with other algorithms, and the overall average improvement of 20% relative to other 
algorithms. In the DBLP dataset, LP-ILHA improves up to 16%, with an overall average improvement 
of 3.7% relative to the other algorithms. In the Cora dataset, LP-ILHA algorithm improves up to 24.3%, 
with an overall average improvement of 16% compared to other algorithms. In the Wiki dataset, the 
LP-ILHA algorithm improves up to 16.3%, compared to the overall average of 5.8% for the other 
algorithms. It is concluded from the experiments that the LP-ILHA algorithm can effectively improve 
the accuracy of link prediction algorithm by considering the local information and the global 
information of the network. 
 
Table 3 
Social network link prediction results(%) 

Data set FaceBook NS 
Training rate 0.7 0.8 0.9 0.7 0.8 0.9 

CN 65.3 71.8 79.5 91.4 96.0 96.7 
Saltion 63.7 71.5 76.3 93.6 94.7 98.2 

HPI 63.5 73.6 77.7 92.7 95.2 98.2 
HDI 63.1 72.7 79.7 92.7 96.5 97.5 

LNH-1 63.8 71.8 77.2 91.5 95.3 97.9 
AA 64.2 71.3 76.6 91.2 96.2 98.4 
RA 63.9 74.5 79.4 92.3 96.1 98.1 
PA 93.6 94.2 95.6 73.5 73.3 72.7 
LP 78.6 87.0 89.4 98.3 98.7 99.5 

Katz 99.1 99.4 99.5 99.7 99.8 99.8 
LNBAA 65.0 71.4 78.8 92.0 94.8 96.5 
LNBCN 64.3 71.9 77.8 91.9 95.3 97.1 
LNBRA 65.3 73.2 78.3 92.3 96.2 97.3 

ACT 54.2 57.7 56.2 60.2 58.2 56.6 
MFI 99.1 99.3 99.4 99.9 99.8 99.9 

TSCN 97.1 98.6 98.9 99.9 99.1 99.3 
LP-ILHA 99.2 99.1 99.2 99.2 99.6 99.6 

From Table 3, it can be seen that the link prediction algorithm proposed in this paper fusing low-
order and high-order features works extremely well in FaceBook and NS social networks. The LP-
ILHA algorithm proposed in this paper has an average AUC of 99.3% in both social networks. From 
the experiments it is seen that the LP-ILHA algorithm has better results in both real social networks. 
And the LP-ILHA algorithm also has partial improvement compared with other 16 algorithms, which 
indicates that our proposed LP-ILHA algorithm is also applicable in social networks. 

5. Summary 

We propose a link prediction algorithm that fuses low-order and high-order features. The algorithm 
is divided into two parts, the first part is to obtain the low-order features of the network nodes and the 
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second part is to obtain the high-order features of the network nodes. The fusion of higher-order features 
with lower-order features is weighted so that there is one and only one feature between each node. At 
this point, all edges in the network are given a unique weight. We consider the weights between each 
node pair and propose a weighting-based random wandering link prediction algorithm, which leads to 
a great improvement in the overall link prediction performance. The algorithm is embedded into the 
link prediction algorithm proposed in this paper that fuses low-order and high-order, thus aiding and 
enhancing the accuracy of the link prediction algorithm in this paper. We conducted simulation 
experiments in four real citation networks, Citeseer, DBLP, Cora, and Wiki, along with two social 
networks, Facebook and NS. The experimental results show that the model in this paper has improved 
compared with most existing link prediction algorithms, which verifies the effectiveness of the 
algorithm in this paper. 
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