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Abstract
The rising number of different kinds of data that can be used to describe a human trajectory (Such as
GPS Coordinate, GSM, RFID, RSSI…) put in the spotlight the semantically rich trajectory. A semantic
trajectory annotates semantic knowledge directly into raw data based on features of the studied area
such as point of interest or weather conditions. One of the challenges of mobility studies nowadays
is to find the right data model to shape all those data coming from different source into a framework
flexible enough to multiply the contextual data that can be used; where contextual data are knowledge
coming from external data source (public city dataset, web pages, national weather services etc….).
Such data models are the key component of mobility studies, but oftentimes lose the computational
aspect of trajectories. In this paper, we will use the semantically rich trajectory as a way to analyse
behavioral data enriched by contextual knowledge as this issue has rarely been addressed in the state
of the art. We will study the use of formal concept analysis and pattern mining as a way to compute
complex sequential patterns in a dataset of semantic trajectories by using the NextPriorityConcept
algorithm. This kind of formal concept analysis allows an interactive analysis between individuals path
and contextual data resulting in a hierarchy of spatio-temporal clusters where each cluster contains a
specific pattern depicting the trajectories within.

1. Introduction

A trajectory represents the path of a moving object in space. Most of raw trajectories are
formalised as a sequence of time related coordinates (𝑥, 𝑦) at a time 𝑡, noted < (𝑥𝑖, 𝑦𝑖), 𝑡𝑖 >. The
most common type of data used to reconstruct such paths is GPS coordinates. Yet, with the
exponential growth of the internet of Things, we collect more and more data from various ways
(such as GSM, radio frequency etc….) that are related to a person’s path (or animals, vehicles
etc ..). Therefore, making mobility studies more and more complexes taking into account a wide
range of data that can be used to reconstitute the movement of an object in space. This question
the way we can use and model this information. To address this problem, researchers consider
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the use of semantic trajectories [1] [2]. A semantic trajectory adds contextual knowledge to
a path of a mobile object; where contextual knowledge can be defined as every information
bringing a better understanding of an event, person or object. This information brings to
trajectories another point of view avoiding to rely only on movement data. Weather condition
or events such as protests or all kinds of “background” information can be used to discover
trajectory-shaping decisions. This data needs to be added onto those trajectories and are often
time shaped as an episode. An episode is a time interval (𝐴, 𝑡, 𝑡) where 𝑡, 𝑡 are timestamps and
A a semantic annotation. Using a succession of episodes such as the sequence of “district”
crossed by a trajectory can be interpreted as a “discretization” of this one. Nevertheless, not
only the “context-aware” trajectory has been hard to analyze, but also the temporal aspects of a
semantic trajectory are largely ignored and only a few studies address this problem directly. In
this paper, we propose a way to analyse such enhanced trajectories by using the similarities
between semantic trajectories and temporal sequences. Recent advances in the field of pattern
mining and Formal Concept Analysis (FCA) show promising ways to analyze heterogeneous
data coming from multiple datasets simultaneously; method that we are going to apply to
such semantic trajectories. Processing complex semantic trajectories using the GALACTIC
framework and the NextPriorityConcept[3] algorithm shows that it is possible to extract
such mobility patterns. We also can add any type of contextual data during the process enabling
an interactive analysis where we can follow the mobility of an object enriched with all kinds of
contextual data evolving on the edges of its trajectory. Also, adding contextual knowledge is a
mean to avoid the deluge of pattern by focusing on specific behaviors. We propose a method for
movement data analysis focusing on the semantic aspect of trajectories alongside interactive
analysis with contextual data. As of today, the number of methods for analysing the relationship
between a moving object and background information is relatively low.
The paper is organized as follows; in section 2 we will present related work both from the

field of trajectory modelling and formal concept analysis. Section 3 will explain the library
GALACTIC. In section 4 we will explore the computational properties of such a tool with
experimentations on heterogeneous data. We are using real life semantic trajectories captured
by our team and composed by touristic path in the city of La Rochelle (France) and enriched
with contextual knowledge.

2. From trajectories to temporal sequences: Related work

2.1. Trajectory processing :

In this section, we will present an overview of existing state-of-the-art models for semantic
trajectories. First, we will detail models and solutions to add more contextual knowledge into
trajectories. Next, we will study methods and analysis techniques for movement data. Based on
a dataset of semantic trajectories, we will describe the existing solutions used to retrieve similar
sub-trajectory common behaviors or movement patterns.



2.1.1. The semantic aspect and the knowledge management.

Semantic trajectory is defined by Parent et al. 2013 [4] as : “ … a [raw] trajectory that has been
enhanced with annotations and/or one or several complementary segmentation.”. The addition
of semantic knowledge directly into a raw trajectory enables researchers to better interpret
such data. A simple GPS coordinate can become “street A”, and a series of radio frequency from
multiple sensors in a system of indoor localization can become “room A”. The definition and
the formalisation of the semantic trajectory will differ from a data model to another but the
main idea is to provide a framework generic enough to be used in many contexts. To do so,
such models are usually structured as a sequence of time related episodes where an episode is a
group of positions from a raw trajectory over a time period according to a preset defined by the
data-scientist [5]. This preset can be a POI (Place Of Interest), a behavior or any other attribute
that the researcher chooses to focuses on in his model which will be shaped as an alphabet.
The first model for semantic trajectories is the “stop and move” model [6]. By semantically
annotating when an individual stops and moves again, S. Spaccapietra et al. (along L. O Alvares
also based on stop andmove [7]) built their semantic trajectories as a succession of stop andmove.
A stop is a non-empty time interval [𝑡, 𝑡] where the travelling object does not move and amove is
a non-empty time interval [𝑡, 𝑡] where the travelling object is in motion. In this model, stop and
move are episodes. This work made the first step in the field of semantic trajectory inspiring
several works such as [8] where a framework for semantic annotation and enhancement is
proposed. Shortly after, semantic trajectories began to use ontology-based models such as [9]
still based on the first stop and move model. Ontology formalism is then used in those models as
a mean to convert the raw trajectory into a high-level semantic representation. The “stop” and
“move” model can be seen as a discretization of the speed while a “district” is a discretization of
space. Those ontology-based data models for semantic trajectories are only “queryable” and
cannot be used in pattern mining processes. As a matter of fact, the analysis of these data
models is a major issue in the field of semantic trajectories.

2.1.2. Trajectory analysis.

Mobility patterns tend to vectorize raw GPS trajectories such as the trajectory clustering
patterns where the goal is to determine common trajectories in order to group similar ones.
Using a similarity measure ( [10] where authors proposed a small overview), several studies
proposed clustering algorithms for trajectories such as [11] where authors used those metrics
to extract common sub-trajectories. Nevertheless, these studies used raw GPS trajectories
and similarity measures can be difficult to adapt to other types of trajectories such as indoor
semantic trajectories. In a notable uncommon trajectory clustering study very close to our
work [12], J. Nyoman et al. experiment the use of sequential pattern mining for analysing
visitor path in a museum. By shaping trajectories as sequences, the article combines sequence
mining with algorithms such as MFCS ( for “Mining Frequent Contiguous Subsequences” )
and MRGS ( for “Mining Rare General Subsequences” ) with movement data analysis; authors
were able to identify four visiting behaviors. The use of pattern mining techniques to process
trajectories shows promising results for analysing and clustering movement data with semantic
trajectories [13]. These works are closely related to what has been done in sequential pattern



analysis. This is an emerging issue in the field of movement data analysis, but still we can
cite [14] where authors proposed Splitter, a framework capable of efficiently mines sequential
pattern in semantic trajectories with as a classification approach. In [15], C. Huiping et al.
proposed to use an Apriori-like algorithm to solve this problem in a dataset of trajectories.
Several studies have addressed this problem in the larger field of sequence mining and they will
be discussed next section.

2.2. Introduction to FCA, pattern mining and sequence mining:

2.2.1. The basis of pattern mining.

A sequence is defined as a succession of elements from an alphabet Σ, often in the form of
𝑠 =< 𝐴𝑖 >𝑖≤𝑛, where𝐴𝑖 ∈ Σ. Each element of the dictionary can be text, action, item, protein and
so on. The ordering of elements in a sequence is very important and is a key element in this data
modelling. This form of representation gained popularity in the 90s, in particular with the work
of Agrawal Srikant with the Mining sequential pattern [16]. Given a dataset of customers, they
build sequences as a succession of items purchased by an individual and managed to get several
lists of items that are frequently bought together through a pattern mining algorithm and more
specifically the Apriori algorithm. By using pattern mining techniques, we allow a semantic
kind of representation to be computed and the goal is then to find common patterns in our
dataset. Sequence mining is a subfield of data mining which aims at finding patterns in a dataset
of sequences that appear more frequently. Patterns can be subsequences, prefixes, suffixes,
subsequences according to a sliding window [17]. The first generation of algorithms emerged
in the 90s with the article of Agrawal and Srikant [16] which extends the well-known Apriori
algorithm to sequence mining. All these algorithms take as input a dataset of sequences and a
minimum support threshold, and generate the set of frequent subsequences. For big datasets
and a short minimum support, these algorithms take a huge computing time and generate a
too large number of patterns that are difficult to interpret and contain redundancy. A second
generation of algorithms focuses on maximal patterns also know as closed patterns because
they verify a well-known property of closure in order to limit the number of patterns extracted
- called the deluge of pattern. Many algorithms directly address this problem (CloSpan [18],
ClaSP [19]).

2.2.2. The basis of formal concept analysis.

Some algorithms also appear within Formal Concept Analysis (FCA) frameworks [20] and their
extensions to pattern structures[21], where the lattice property of closed patterns is promoted.
We can mention an article for mining medical care trajectories using pattern structures [22].
Pattern concepts are built as maximal sets of individuals with their maximal common subse-
quences, the whole set of concepts is equipped with a specialization/generalization relation
from a partially ordered set with the lattice property. This lattice represents the initial data
where concepts are clusters of “similar” sequences, and the concept lattice is a hierarchy of
clusters (regrouping objects with their associated common patterns). The use of the Formal



Concept Analysis while working with semantic sequences is a promising way to find common
patterns of behavior [23].

2.2.3. Temporal sequence mining.

To the best of our knowledge, Yoshida et al. [24] where the firsts introduce the notion of
temporal pattern mining, called “Delta patterns” where a pattern (𝑎, [0, 3], 𝑏) is a sequential
pattern (𝑎, 𝑏) that frequently occurs in the dataset and has a transition time from 𝑎 to 𝑏 of [0, 3],
a time interval. This transition time between two elements has known a notable extension in
work such as [25]. In [26], researchers focus on mining chronicles, where a chronicle is a couple
(ℰ, 𝒯 ) with ℰ is a set of temporal events and 𝒯 a set of temporal constraints on the set ℰ. A
temporal constraint noted 𝑒1[𝑡−, 𝑡+]𝑒2 represent the time gap between two events 𝑒1 and 𝑒2.
Thus, a parallel can be made between semantic trajectories and temporal sequences. By

extracting the semantic annotations and the time information of all episodes of the semantic
trajectories, we end up with a sequence of time intervals denoted by 𝑆 =< 𝐴𝑖, 𝑡𝑖, 𝑡𝑖 >. As defined
in “Extracting temporal patterns from Interval-Based Sequences” [27], T. Guyet and R. Quiniou
defined a way of representing temporal sequences “A temporal sequence S is an ordered set
of events, where an event 𝒜 = (𝐴, [𝑙, 𝑢]) is composed of a symbol A and a nonempty interval
[𝑙, 𝑢], where l and u are dates.” Based on this definition, semantic annotations of episodes
can then be considered as temporal events, making the whole semantic trajectory a temporal
sequence. The goal of temporal pattern mining is then to find sequential patterns from a dataset
of temporal sequences, such as ({𝑎, 𝑏}, [1, 5]), where the event a and b are sharing a common
time interval. Several temporal pattern mining algorithms showed good results in extracting
sequential patterns, such as NeGPSan [28] to extract negative sequential patterns. Nevertheless,
these approaches cause a deluge of patterns and remain dedicated to a sequence dataset on a
same alphabet.

3. Description of the NextPriorityConcept algorithm

The NextPriorityConcept algorithm [3] computes concepts from complex and heterogeneous
data for a set of objects 𝐺. We first introduce the notion description 𝛿, which is an application to
provide the smallest set of predicates describing a set of objects 𝐴 ⊆ 𝐺, based on their character-
istics. A characteristic describes our objects, such as numerical, discrete, semantic, temporal etc
… A concept (𝐴, 𝛿(𝐴)) is composed of a subset of A and a set of predicates 𝛿(𝐴) describing the
objects it contains. An example of predicate can be “less than c” or “match subsequence s” where
c is the max of the numerical values and s is a maximal common subsequence of the sequence .
Depending on the data type, generation algorithms will differ. Each predicate is specific to one
type of characteristics. The final description 𝛿 is the union of all those predicates.

𝛿(𝐴) = ⋃
𝑖∈1…𝑛

𝛿𝑖(𝐴) (1)

Where (𝛿𝑖(𝐴))𝑖∈1…𝑛 is a family of descriptions. This is the exact principle that allows us to
perform heterogeneous analyses. The generation of a lattice with NextPriorityConcept is
inspired by Bordat’s algorithm [29]. It recursively computes the immediate successors of a



concept, starting at the bottom concept.The NextPriorityConcept focuses on objects G and
starts the computation at the top concept, (𝐺, 𝛿(𝐺)) containing the whole set of objects 𝐺 and
their common description by predicates 𝛿(𝐺) until no more concepts can be generated. These
concepts are computed on demand and do not need any kind of preprocessing.

In order to generate the immediate predecessors of a concept (𝐴, 𝛿(𝐴)), the algorithm intro-
duces strategies 𝜎 that select predecessors of such a concept based on each characteristic. The
strategy refines the description 𝛿(𝐴) to a reduced set 𝐴′ ⊂ 𝐴. We call cardinality the number
of individuals within 𝐴′. 𝜎 is an application such that 𝜎 ∶ 2𝐺 → 2𝑃 where 𝑃 is the set of all
possible predicates. Several strategies are available to generate predecessors of a concept such
as the naive strategy (considering all possible predecessors of a concept), or strategies reducing
the number of predecessors.
The use of predicates regardless of the data allows a generic implementation of algorithms

which mixed with a system of plugins, enables for an easy integration of new data types (de-
scription and strategies), hence, taking into account a wide range of data types. GALACTIC1

(GAlois LAttices, Concept Theory, Implicational systems and Closures) is a development plat-
form for our algorithm allowing easy integration of new plugins for characteristics, descriptions
and strategies.
NextPriorityConcept maintains the lattice structure using queue for a generation level

by level, and a mechanism of propagation of constraints to ensure the meet and join will be
generated.
With GALACTIC and the NextPriorityConcept algorithm, we contribute to the field of

temporal sequences by creating two descriptions 𝛿 and a set of strategies 𝜎 where we consider
temporal sequences [30] [31] as:

• A temporal sequence such that 𝑆 = (⟨𝑎, 𝑡⟩𝑖)𝑖∈1…𝑛 with 𝑎 ∈ Σ is an item from a dictionary Σ
and t is a timestamp. Then, we compute the distance (either transition time or duration)
between two items of S.

• A temporal sequence such that 𝑆 = (⟨𝑎, [𝑡𝑠, 𝑡𝑒]⟩𝑖)𝑖∈1…𝑛 where 𝑎 ∈ Σ is an item from a
dictionary Σ and [𝑡𝑠, 𝑡𝑒] the interval of time during the element a occurs. We will then
compute common sub-sequences of items during a maximal similar interval of time.

4. Experimentations

4.1. The Geoluciole dataset

Figure 1: Segmentation of the city of La Rochelle
into district

The Geoluciole dataset is composed of GPS trajectories in
the city of La Rochelle France. This dataset was collected
during the summer of 2019, from tourists visiting the city
during their vacation. It contains 192 trajectories of dif-
ferent individuals. Their positions were obtained by an
application we developed, giving their position every 30
seconds during their stay. Before activating their applica-
tion, we also had them fill out a survey, giving contextual
1https://galactic.univ-lr.fr



knowledge, such as the staying status or the arrival means.
By matching the GPS coordinates to districts of the city such as shown in figure 1, we can then
transform these raw data into semantic trajectories. The segmentation of the trajectory into a
sequence of districts has been done by using a GIS (Geographic Information Systems). We can
also add all kinds of knowledge we have webscrapped, such as the beach they were and parks
which is spatial information and weather and tide information which is more of a temporal
information (figure 2). This data representation is very similar to the one we can find in [32] a
“Multi-Level and Multiple Aspect Semantic Trajectory Model”.

4.2. The semantic trajectory model

In Table 2, each “aspect” (or side) of those semantic trajectories keeps the specificity of the
data within. The district, weather, tide, green space (parks) and beach are sequences of temporal
intervals. In each “temporal” aspect of a sequence, the temporal information represents the
hour of the day. While the district, green space and beach depends on the localisation of the user
between 𝑡𝑘 and 𝑡𝑘, the weather and tide depends on the temporal information and are issued
from webscrapping.

Figure 2: Semantic trajectory of a tourist in La Rochelle

We formalise the semantic trajectory model for a trajectory 𝑇 as follows : 𝑇 ∶ ⟨𝛼1, 𝛼2…𝛼𝑚⟩
where 𝑇 is described by 𝑚 aspects and each aspects 𝛼𝑖, with 𝑖 ≤ 𝑚 can either be a temporal
sequence 𝛼𝑖 = (⟨𝑎𝑘, 𝑡𝑘, 𝑡𝑘⟩)𝑘≤𝑛, on an alphabet Σ𝑖 and 𝑎𝑘 ∈ Σ𝑖, a semantic value 𝛼𝑖 = 𝑋 on an
alphabet Σ𝑖 and 𝑋 ∈ Σ𝑖, or a numeric value 𝛼𝑖 = 𝑥. Our dataset of trajectories 𝒟 is given by
𝑇𝑗 ∶ ⟨𝛼1𝑗 , 𝛼2𝑗 …𝛼𝑚𝑗⟩. The description space used with GALACTIC for any trajectory 𝑇𝑗 ∈ 𝒟 is a
set of predicate defined by :

𝛿(𝑇𝑗) ∶ ⟨𝛿1(𝛼1𝑗), 𝛿2(𝛼2𝑗) … 𝛿𝑚(𝛼𝑚𝑗)⟩ (2)

4.3. Experiment description

In this section, we useGALACTIC to extract concepts from the Geoluciole dataset. First, we will
study the impact of a heterogeneous analysis on the number of concepts (ie. clusters) generated.
Then, we will focus on specific parts of the dataset with selected semantic information in order
to better define touristic behaviors. Table 1 shows the descriptions and strategies used during
this experimentation. Table 2 show a description of each dataset.



𝛿 𝜎
Temporal Sequence maximal common interval minimal cardinality

Chain chain matching complete match
Numeric simple numerical quantile

Table 1
Descriptions and strategies associated with datatype

NextPriorityConcept uses descriptions 𝛿 to define a set of predicates describing the at-
tributes. As predicates, the descriptions can then be seen as binary table. We also makes use of
strategies to choose next predecessors at each iteration.
In this paper, we will use the following descriptions and strategies :

• Numeric : We describe a set 𝐴 = {𝛼1, ..𝛼𝑘} of numerical values by the “simple numerical”
description 𝛿𝑆 :

𝛿𝑆(𝐴) = {is greather than min(A), is lesser than max(A)}

The strategy is the quantile description 𝜎𝑄(𝐴, 𝑘) where k is the number of quantiles:

𝜎(𝐴) = { is greater than 𝑞𝑗, is lesser than 𝑞𝑗 : 𝑞𝑗 is a k-quantile } (3)

• Chain : For a set 𝐴 = {< 𝑠𝑖 >} of sequences, we use the “chain matching” description
𝛿𝐶𝑀(𝐴, 𝑘) that compute the maximal number of subsequences of size k, with ⊆𝑠 is the
subsequence relation:

𝛿𝐶𝑀(𝐴, 𝑘) = {𝑥 ∈ Σ∗ ∶ ∀𝑎 ∈ 𝐴, 𝑥 ⊑𝑠 𝑎 and |𝑥 | = 𝑘} (4)

We use the “complete match” strategy 𝜎𝐶𝑀 that computes all the possibles subsets 𝐴′ ⊂ 𝐴:

𝜎𝐶𝑀(𝐴) = {𝑥 ∶ 𝑥 ∈ 𝛿𝐶𝑀(𝐴′), 𝐴′ = 𝐴\{𝑎}, for all 𝑎 ∈ 𝐴} (5)

• Temporal sequence : We consider a set of temporal sequences 𝐴 = {< 𝑋𝑖, 𝑇𝑖 >} where
𝑇𝑖 = 𝑡𝑖, 𝑡𝑖 is an interval and 𝑋𝑖 an itemset. For a sequence 𝑎 ∈ 𝐴, the projection 𝜙𝑇(𝑎) selects
all the itemsets of 𝑎 included in the interval. We use the “maximal common interval”
description that computes the set of maximal common sub-intervals:

𝛿𝑀𝐶𝑇𝐹(𝐴) = {⟨(𝑇 , 𝑋)⟩ ∶ ∀𝑎 ∈ 𝐴, 𝑋 ⊆ Φ𝑇(𝑎)} (6)

The “minimal cardinality” strategy 𝜎𝐴𝑀𝐶(𝐴) adds element of minimal cardinality to the
subsequences of the description:

𝜎𝐴𝑀𝐶(𝐴) = {⟨(𝑇 , 𝑋)⟩ ∶ ∀𝑎 ∈ 𝐴, 𝜙𝑇(𝑎) ⊆ 𝑋 and ∀𝑥 ∈ 𝑋 (7)
𝑛𝑏(𝐴, 𝑇 , 𝑥) = |𝐴| and 𝑛𝑏(𝐴, 𝑇 , 𝑋) = 𝑛𝑏𝑚𝑖𝑛(𝐴, 𝑇 )} (8)



Aspects Type Dictionnary Source
district Temporal sequence Σ = set of city district Trajectory
weather Temporal sequence Σ = {‶𝑟𝑎𝑖𝑛𝑖𝑛𝑔",‶ 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑟𝑎𝑖𝑛𝑖𝑛𝑔",‶ 𝑐𝑙𝑜𝑢𝑑𝑦",‶ 𝑠𝑢𝑛𝑛𝑦"} Web scrapping
beach Temporal sequence Σ = {‶𝑛𝑜 beach",‶ 𝑃𝑙𝑎𝑔𝑒 𝑑𝑒 𝑙𝑎 𝐶𝑜𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒",‶ 𝑃𝑙𝑎𝑔𝑒 𝑑𝑒𝑠 𝑀𝑖𝑛𝑖𝑚𝑒𝑠"} Trajectory

green space Temporal sequence Σ = set of city parks Trajectory
tide Temporal sequence Σ = {‶ℎ𝑖𝑔ℎ tide",‶ 𝑙𝑜𝑤 tide"} Web scrapping

average temperature Numeric Web scrapping
stay status Chain Σ = {‶𝑤𝑖𝑡ℎ 𝑓 𝑎𝑚𝑖𝑙𝑦",‶ 𝑤𝑖𝑡ℎ 𝑓 𝑟 𝑖𝑒𝑛𝑑𝑠",‶ 𝑐𝑜𝑢𝑝𝑙𝑒",‶ 𝑎𝑙𝑜𝑛𝑒"} questionnaire

arrival means Chain Σ = {‶𝑡𝑟𝑎𝑖𝑛",‶ 𝑐𝑎𝑟",‶ 𝑏𝑢𝑠",‶ 𝑣𝑒𝑙𝑜"} questionnaire

Table 2
Dataset heterogeneous aspects’ description and source

4.4. Impact of heterogeneous data on the patterns

Running a heterogeneous analysis with multiple description and strategy types can reduce the
number of concepts in the final lattice. While a “naive” strategy selects all predicates within a
description 𝛿, such as 𝜎𝐶𝑀, other strategies such as 𝜎𝐴𝑀𝐶 will select specific predicates and skip
other to refine the analysis.
Example: Table 3 shows a dataset 𝐷 of five individuals, characterized by a numeric value

and a sequence of intervals. In this example, we will be using the simple numerical description
and quantile strategy for the numerical aspects and the maximal common interval description
alongside the minimal cardinality strategy for the sequence of intervals.

Individual Numeric (𝑥) Interval
a 1 (8.3, 11): “P”, (13, 15): “M”, “H”
b 2 (10, 12): “P”, ”H”, (14, 16): “M”
c 3 (8.3, 12): “P”, (14, 16): “M”, “C”
d 4 (7, 9): “P”, “H”, (12, 13): “M”
e 5 (10, 11): “P”, (12, 12): “M”, “C”

Table 3
Dataset 𝐷

Let 𝐿 be the lattice shown in Figure 3 as the result of a numeric description and quantile
strategy, taking into account only the numeric characteristics. By adding an interval description
and strategy, it results in the lattice 𝐿′ with a fewer number of concepts. Figure 4 shows that
concept $1 (𝑥 ≤ 4) and $2 (𝑥 ≥ 2) from 𝐿 do not appear in the lattice 𝐿′ as they have not
been selected by the minimal cardinality strategy. The concepts contained in 𝐿′ are the most
representative of the two description spaces.

4.4.1. Naive analysis using time interval.

first, we will only consider districts since they are a geographical segmentation of trajectories
into districts of the city. By doing so, we obtain 416 concepts with a low cardinality value. The
huge number of concepts generated involving only one or two trajectories is an indicator that
there are no significant places where multiple individuals were at a same time of the day. To
sharpen our research, we then choosed to add other aspects of semantic trajectories in order to
discover new significant behaviors depending on external factors. The next section will present
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experimentations by taking into account multiple aspects of semantic trajectories, such as the
weather or the staying status. With only the weather and the same approach, we obtain 379
concepts.

4.4.2. Analysis with heterogeneous data
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Figure 5: Number of concept by attributes successively added

In this experiment, we exploit the ability of GALACTIC to deal with heterogeneous data
by adding successively the other attributes to the “weather” attributes (the ones that generate
the largest number of concepts). Hence it is possible to mix several sequences (such as shown
in Equation 1 and 2) together with other data in a heterogeneous analysis. With nearly all
attributes added successively, we diminish the number of concepts to only 36. Figure 5 gives



the number of concepts obtained for each added attributes that decreases from 379 (only the
weather ) to 36 (with all our attributes).

The table 6 in appendix gives the descriptions by common predicates of three concepts
(concept number 0 is the top concept for all attributes). We can observe that the addition of
more knowledge gives a more precise description of concepts, and a reduction of the number of
patterns.

4.5. Focus on some particular behaviours when reducing pattern

One way for the data analyst to analyse the dataset is to focus on particular behaviors, where a
behavior can be a subset of objects (people going to the beach) or a part of the description (an
action during the night).

4.5.1. The detection of beach trip related to the weather.

In order to focus on visitors going to the beach, we choose to analyse beach with the weather
that is semantically meaningful for this experiment. The dataset is composed of 108 trajectories,
and generates 93 concepts as a result of the formal concept analysis. The Table 7 (found in
Appendix) shows some concepts containing valuable information, such as a strong correlation
between “raining” and “no beach”, meaning that people won’t go to the beach if it’s raining .
In the dataset, 31 trajectories contain rain.
On that part of the trajectory we can see that 8 of them can be described with a predicate

which matchs “raining” between 11 and 12 am and “no beach”. Other predicates are also
generated which also describe that bad weather has an impact on a beach trip and this predicate
seems to focus on bad weather in the morning.

4.5.2. The detection of sleeping habits during touristic stay.

With the time information, it is also possible to analyse any part of the day. One possible
user driven analysis could be to see if sleeping habits are dependent on the staying status of
individuals. To do so, we will make an analysis with two attributes, the staying status, which is
a chain and locations which are temporal. With 138 trajectories, we have in total 340 concepts,
and 108 for the sleeping period of time (between 22 and 10).
Some of the results can be seen in Table 8 (see Appendix). As we can see, predicates are

generated and are supported by nearly 10% of “family” trajectories and more than 10% of “with
friends” trajectories to locations subsequences, which by comparing it with other predicates of
supersequence seem to represent sleeping places (no movement during a long period of time
between 0 and 10 am).

5. Conclusion and future works

In this paper, we propose a way to process heterogeneous data using the NextPriorityConcept
algorithm alongside the GALACTIC platform. In the experiments, we illustrate the advantage
of mixing heterogeneous data while keeping their semantic and readability with two examples.



First, by reducing the number of patterns by adding contextual knowledge onto trajectories
and afterwards by focusing on specific aspects of the data to detect and identify distinctive
behaviors. The specificity of this approach is to keep the raw data within and avoid any kind
vectorization technique. Also, it allow us to enrich the dataset with semantic information
from the space and/or temporal knowledge directly from the trajectory (such as districts in this
paper), surveys filled out by individuals (staying status, arrival means) or even web scrapping
(weather, tide). The plugins system of GALACTIC allows to easily integrate descriptions and
strategies for heterogeneous data and offering a wide range of data types to work with. The
NextPriorityConcept and its ability to run interactive, heterogeneous analysis is a big step
in data science and offers new ways to deal with complex data structures such as semantic
trajectories.
For future works, we would like to measure the quality of generated concepts to better

represent and sort the relevance of their predicates (such as the stability measure). These results
should become available very soon. Also, we are currently working on an incremental tool in
order to reinforce the interactivity with a user driven tool where the data-analyst can select
data to analyse it in an interactive way. By doing so, we allow the data scientist to select which
side of the data he wants to explore, because only he knows best the semantic of the data he
manipulates. In particular, it gives the possibility to change the strategy or description during
every step of the process (where new concepts are generated), in an intuitive and simple way.
For example weather and tide information are not interesting during the night. We wish that by
giving the opportunity to the data-scientist to interactively explore the data in a user-driven
approach, we will be able to optimize data mining processes.
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Appendix

Concepts Patterns (common predicates) Individuals
0 ∅ All

1

temperature = 20.75
stay status: ’family’
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25.0417 ≥ temperature ≥ 20.75
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Figure 6: Examples of heterogeneous predicates
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Patterns (common predicates) Support Support “raining” Individuals

weather match [“[11;12):[’raining’]”]
beach match [“[0;24):[’No beach’]”]

0.074 0.260 8

weather match [“[1;2):[’raining’]”]
beach match [“[0;24):[’No beach’]”]

0.037 0.130 4

weather match [“[8;9):[’raining’]”]
beach match [“[0;24):[’No beach’]”]

0.028 0.100 3

weather match [“[1;4):[’raining’]”]
beach match [“[0;24):[’No beach’]”] 0.019 0.065 2

1

Figure 7: Sample of predicates showing the impact of weather on beach trip

Patterns (common predicates) Support Support by status Individuals

’stay status’ match (’family’,)

t9 10

district
Oratoire 0.060 0.098 8

’stay status’ match (’family’,)

t3 4 5 6 7 8 9 10

district
Oratoire Oratoire 0.043 0.073 6

’stay status’ match (’family’,)

t7 8 9 10

district
Oratoire Oratoire 0.036 0.061 5

’stay status’ match (’family’,)

t9 10 11 12 13

district
Oratoire 0.036 0.061 5

’stay status’ match (’family’,)

t1 2 3 4 5 6 7 8 9 10

district
Oratoire Oratoire 0.029 0.049 4

’stay status’ match (’with friends’,)

t7 8 9

district
Fétilly 0.049 0.108 4

1

Figure 8: Sleeping habits by status
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