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Abstract 
To date, the search for a solution to the traveling salesman problem is relevant for general 
and special-purpose intelligent computer systems. Currently, there is a problem of 
insufficient efficiency of methods for finding a solution to the traveling salesman problem. 
The aim of the work is to increase the efficiency of finding a solution to the traveling 
salesman problem through reinforcement learning based on Q-learning and SARSA, and a 
metaheuristic method based on the ant colony algorithm. To achieve this goal, a method 
based on Q-learning for the traveling salesman problem, a method based on SARSA for the 
traveling salesman problem, and an Ant-Q based method for the traveling salesman problem 
were created in the work. 
The advantages of the proposed methods include the following. Firstly, the modification of 
the Q-learning and SARSA methods through dynamic parameters makes it possible to 
increase the learning rate while maintaining the mean squared error of the method. Secondly, 
in the Ant-Q method with dynamic parameters, the ε-greedy Q-learning approach is used to 
select a new vertex, which is close to random search at initial iterations, and close to directed 
search at final iterations. This is ensured by the use of dynamic Q-learning parameters and 
makes it possible to increase the learning rate while maintaining the mean squared error of 
the method. Thirdly, in the Ant-Q method with dynamic parameters for calculating the 
change in the global pheromone level at initial iterations, the pheromone increment (current 
reward table for Q-learning parameters) plays the main role, which ensures the breadth of the 
search. In the final iterations, the previous pheromone level (global reward table for Q-
learning parameters) plays the main role, which ensures the convergence of the method. This 
is ensured by the use of dynamic Q-learning parameters and makes it possible to increase the 
learning rate while maintaining the mean squared error of the method. 
The numerical study made it possible to evaluate the proposed methods (for the first and 
second methods, the number of iterations was 300; for the third method, the number of 
iterations was 10; for all three methods, the mean squared error was 0.05). The proposed 
methods make it possible to expand the scope of reinforcement learning and metaheuristics, 
which is confirmed by their adaptation for the specified optimization problem, and 
contributes to an increase in the efficiency of general and special-purpose intelligent 
computer systems. The prospect of further research is the study of the proposed methods for a 
wide class of artificial intelligence problems. 
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1. Introduction 

To date, the development of methods aimed at solving the traveling salesman problem, which are 
used in general and special-purpose intelligent computer systems, is an urgent task. 

Optimization methods that find the exact solution have a high computational complexity. 
Optimization methods that find an approximate solution through directed search have a high 
probability of hitting a local extremum. Random search methods do not guarantee convergence. Due 
to this, there is a problem of insufficient efficiency of optimization methods, which needs to be 
addressed. 

Metaheuristics (or modern heuristics) are used to speed up finding a solution to the traveling 
salesman problem and reduce the probability of hitting a local extremum [1-3]. Metaheuristics 
expands the possibilities of heuristics by combining heuristic methods based on a high-level strategy 
[4-6]. The most promising metaheuristics are agent-based metaheuristics, which show the best results 
when searching for a solution to the traveling salesman problem [7-8]. 

Another popular approach is reinforcement learning [9]. 
Currently, there is a trend towards the joint use of reinforcement learning and metaheuristics [10]. 
The aim of the work is to increase the efficiency of finding a solution to the traveling salesman 

problem through reinforcement learning and the metaheuristic method. 
To achieve this goal, it is necessary to solve the following tasks: 
1. Create a Q-learning method for the traveling salesman problem. 
2. Create a SARSA-based method for the traveling salesman problem. 
3. Create an Ant-Q based method for the traveling salesman problem. 
4. Conduct a numerical study of the proposed optimization methods. 

2. Formulation of the problem 

The problem of increasing the efficiency of solving the traveling salesman problem based on 
reinforcement learning methods (Q-learning and SARSA) and the ant colony algorithm is presented as 
the problem of finding such an ordered set of operators { 1A , 2A }, the iterative application of which 
ensures finding a solution *x , such that min)( * →xF , where x  – is a vertex vector (route), )(⋅F  – is 
a target function (route length), 1A  – is an operator that selects a vertex based on the ε- greedy 
approach, 2A  – is an operator that updates the reward table. 

3. Literature review 

Existing metaheuristics and reinforcement learning methods have one or more of the following 
advantages: 

• computational complexity is lower than in traditional methods of exhaustive search (branch 
and bound, dynamic programming, etc.) [10]; 
• the probability of hitting a local extremum is lower than in gradient methods [10]. 
Existing metaheuristics and reinforcement learning methods have one or more of the following 

disadvantages: 
• there is only an abstract description of the method or the description of the method is focused 
on solving only a specific problem [11]; 
• method convergence is not guaranteed [12]; 
• the influence of the iteration number on the process of finding a solution is not taken into 
account [13]; 
• there is no possibility to solve problems of conditional optimization [14]; 
• insufficient method accuracy [15]. 
• the procedure for determining parameter values is not automated [16]. 
This raises the problem of constructing efficient optimization methods. 



One of the most common and accurate metaheuristics is the ant colony algorithm, which was 
proposed by Dorigo [18-20], further developed in [21-23] and implemented in software in [24]. 

One of the most common and accurate reinforcement learning methods are Q-learning and SARSA 
[9], which are based on the Bellman equation. 

Currently, hybrid metaheuristics are often used to control search [25-26]. 

4. Q-learning method with dynamic parameters for the traveling salesman 
problem 

The cost function (target function) is defined as 

x

M

i
xxxx iiM

ddxF min)(
1

1
,, 11

→+= ∑
−

=
+

, (1) 

where 
1,xxM

d  – edge weight ),( 1+ii xx , Vxx ii ∈+1, , 
x  – vertices vector. 

 
The method consists of the following steps: 
1. Initialization.  
1.1. The maximum number of iterations N , the length of the vertices vector M , the discrete set of 
states (vertices) },...,1{ MS = , the discrete set of actions (vertices) },...,1{ MA = , the matrix of 
edge weights ][ ijd , Mji ,1, ∈ , parameters maxmin ,ρρ  (control the learning rate), 

10 maxmin <<< ρρ , parameters maxmin ,εε  for the ε-greedy approach, 10 maxmin <<< εε , 
parameters maxmin ,θθ  (determine the importance of the future reward), 10 maxmin <<< θθ , are 
specified. 
1.2. The optimal vertices vector *x  is defined by randomly ordering the set A . 
1.3. The reward table is initialized as  

)],([ jiQQ = , 0),( =jiQ , Mji ,1, ∈ . 
2. Iteration number is n=1. 
3. Parameters are calculated: 
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4. The initial state (vertex) 1=s  is observed, which becomes a new vertex of the vertices vector, 
i.e. 11 =x . 
5. The set of prohibited actions (vertices) }1{=tabuA is initialized. 
6. An action (vertex) a is selected, to which it is necessary to move from vertex s, using an ε-
greedy approach (if )()1,0( nU ε< , then choose an action (vertex) a randomly from the set of 
allowed actions (vertices) tabuAA / , otherwise choose an action (vertex) a as the nearest neighbor 
of vertex s from the set of allowed actions (vertices) tabuAA / , i.e. ),(maxarg bsQa

b
= , 

tabuAAb /∈ ). The selected action (vertex) a is included in the set of forbidden actions (vertices) 
tabuA , i.e. }{aAA tabutabu = , and becomes the new vertex of the vertices vector, i. e. ax tabuA =|| . 

7. If there are no allowed actions (vertices) left, i.e. ∅=tabuAA / , then go to step 12. 
8. The current reward table element ),( asR  is calculated as the negative weight of the edge ),( as , 
i.e. sadasR −=),( . 



9. A new state (vertex) ae =  is observed. 
10. An element of the reward table ),( asQ  is calculated as  

( )),(max)(),()(),())(1(),( beQnasRnasQnasQ
b

θρρ ++−= , tabuAAb /∈ . 

11. Set the current state (vertex) as as = . Go to step 6. 
12. If the best value of the target function at the current iteration is less than the best value of the 
target function for all previous iterations, i.e. )()( *xFxF < , then replace the best vertices vector, 
i.e. xx =* . 
13. If not the last iteration, i.e. Nn < , then go to step 3. 

5. SARSA-based method with dynamic parameters for the traveling salesman 
problem 

The cost function (target function) is defined as 
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where 
1,xxM

d  – edge weight ),( 1+ii xx , Vxx ii ∈+1, , 
x  – vertices vector. 

 
The method consists of the following steps: 
1. Initialization. 
1.1. The maximum number of iterations N , the length of the vertices vector M , the discrete set of 
states (vertices) },...,1{ MS = , the discrete set of actions (vertices) },...,1{ MA = , the matrix of 
edge weights ][ ijd , Mji ,1, ∈ , parameters maxmin ,ρρ  (control the learning rate), 

10 maxmin <<< ρρ , parameters maxmin ,εε  for the ε-greedy approach, 10 maxmin <<< εε , 
parameters maxmin ,θθ  (determine the importance of the future reward), 10 maxmin <<< θθ , are 
specified. 
1.2. The optimal vertices vector *x is defined by randomly ordering the set A . 
1.3. The reward table is initialized as  

)],([ jiQQ = , 0),( =jiQ , Mji ,1, ∈ . 
2. Iteration number is n=1. 
3. Parameters are calculated: 
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4. The initial state (vertex) 1=s  is observed, which becomes a new vertex of the vertices vector, 
i.e. 11 =x . 
5. The set of prohibited actions (vertices) }1{=tabuA is initialized. 
6. An action (vertex) a is selected, to which it is necessary to move from vertex s, using an ε-
greedy approach (if )()1,0( nU ε< , then choose an action (vertex) a randomly from the set of 
allowed actions (vertices) tabuAA / , otherwise choose an action (vertex) a as the nearest neighbor 
of vertex s from the set of allowed actions (vertices) tabuAA / , i.e. ),(maxarg bsQa

b
= , 



tabuAAb /∈ ). The selected action (vertex) a is included in the set of forbidden actions (vertices) 
tabuA , i.e. }{aAA tabutabu = , and becomes the new vertex of the vertices vector, i. e. ax tabuA =|| . 

7. If there are no allowed actions (vertices) left, i.e. ∅=tabuAA / , then go to step 13. 
8. The current reward table element ),( asR  is calculated as the negative weight of the edge ),( as , 
i.e. sadasR −=),( . 
9. A new state (vertex) ae =  is observed. 
10. An action (vertex) c is selected, to which it is necessary to move from vertex e, using an ε-
greedy approach (if )()1,0( nU ε< , then choose an action (vertex)  c randomly from the set of 
allowed actions (vertices) tabuAA / , otherwise choose an action (vertex) c as the nearest neighbor 
of vertex e from the set of allowed actions (vertices) tabuAA / , i.e. ),(maxarg beQc

b
= , 

tabuAAb /∈ ). The selected action (vertex) c is included in the set of forbidden actions (vertices) 
tabuA , i.e. }{cAA tabutabu = , and becomes the new vertex of the vertices vector, i. e. cx tabuA =|| . 

11. An element of the reward table ),( asQ  is calculated as  
( )),()(),()(),())(1(),( ceQnasRnasQnasQ θρρ ++−= . 

12. Set the current state (vertex) as as = . Set the current state (vertex) as ca = . Go to step 7. 
13. If the best value of the target function at the current iteration is less than the best value of the 
target function for all previous iterations, i.e. )()( *xFxF < , then replace the best vertex vector, i.e. 

xx =* . 
14. If not the last iteration, i.e. Nn < , then go to step 3. 

6. Ant-Q method with dynamic parameters for the traveling salesman 
problem  

The cost function (target function) is defined as 
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where 
1,xxM

d  – edge weight ),( 1+ii xx , Vxx ii ∈+1, , 
x  – vertices vector. 

 
The method consists of the following steps: 
1. Initialization. 
1.1. The maximum number of iterations N , the length of the vertices vector M , population size 
K , the discrete set of states (vertices) },...,1{ MS = ,  the discrete set of actions (vertices) 

},...,1{ MA = ,  the matrix of edge weights ][ ijd , Mji ,1, ∈ , parameters maxmin ,ρρ  (control the 

learning rate), 10 maxmin <<< ρρ , parameters maxmin ,εε  for the modified ε-greedy approach, 
10 maxmin <<< εε , parameters maxmin ,θθ  (determine the importance of the future reward), 
10 maxmin <<< θθ , are specified. 

1.2. The optimal vertices vector *x  is defined by randomly ordering the set A . 
1.3. The reward table is initialized (pheromone level) as  

)],([ jiQQ = , 0),( =jiQ , Mji ,1, ∈ . 
2. Iteration number is n=1. 
3. Parameters are calculated: 
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4. The initial state (vertex) 1=ks  is observed, which becomes a new vertex of the vertices vector, 
i.e. 11 =kx , Kk ,1∈ . 
5. The set of prohibited actions (vertices) }1{=tabu

kA , Kk ,1∈  is initialized. 
6. Ant number is 1=k . 
7. Calculate the transition probabilities of the k th ant from vertex ks  to other vertices 
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8. An action (vertex) ka  is selected, to which it is necessary to move from vertex ks , using the 
modified ε-greedy approach (if ε<)1,0(U , then choose an action ka , satisfying the inequality 
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)1,0( , from the set of allowed actions (vertices) tabuAA / , otherwise choose 

an action (vertex) a as the nearest neighbor of vertex s from the set of allowed actions (vertices) 
tabuAA / , i.e. )}/1)((),())(1{(maxarg bskbл k

dnbsQna ρρ +−= , tabu
kAAb \∈ ). The selected 

action (vertex) is included in the set of forbidden actions (vertices), i.e. }{ k
tabu
k

tabu
k aAA = , and 

becomes the new vertex of the vertices vector, i. e. kAk ax tabu
k

=||, . 

9. A new state (vertex) kk ae =  is observed. 
10. An element of the reward table (pheromone level) ),( kk asQ  is calculated as  

),(max)()(),())(1(),( beQnnasQnasQ kbkkkk θρρ +−= , tabu
kAAb /∈ . 

11. Set the current state (vertex) as kk as = .  
12. If the current ant is not the last one, i.e. Kk < , then increase the ant number, i.e. 1+= kk , go 
to step 7. 
13. If there are still allowed actions (vertices) left, i.e. ∅≠tabu

KAA / , then go to step 6. 
14. If the best value of the target function at the current iteration is less than the best value of the 
target function for all previous iterations, i.e. )()(min *

,1
xFxF k
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∈
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15. The table of current rewards ),( asR  is calculated as  
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where saZ  – the set of vertices vectors that contain edges ),( as  or ),( sa . 
16. The reward table (pheromone level) is calculated as 

),()(),())(1(),( asRnasQnasQ ρρ +−= , 1,1 −∈ Ms , Mia ,1+∈ . 
17. If the current iteration is not the last one, i.e. Nn < , then increase the iteration number, i.e. 

1+= nn , go to step 3, otherwise stop. 



Comment. )1,0(U  – is a function that returns a uniformly distributed random number in the range 
]1,0[ . 

7. Experiments and results 

The numerical study of the proposed optimization methods was carried out using the Python 
package. 

For Q-learning methods, SARSA, Ant-Q with dynamic parameters, parameters values 
9.0,1.0 maxmin == ρρ  (control learning rate, evaporation rate coefficients), parameters values 

9.0,1.0 maxmin == εε  for ε-greedy approach, parameters values 9.0,1.0 maxmin == θθ  (determine 
importance of the future reward). 

For the Ant-Q method with dynamic parameters, the ant population size is 20=K . 
For the problem "about the shortest path in the world of tiles", the search for a solution was carried 

out on the standard database https://digitalcommons.du.edu/gridmaps2D, which is described in [25] 
(traditionally used to test methods for solving problems of finding routes in the world of tiles). 

The dependence of parameter )(nθ  is defined as 
1
1)()( minmaxmin
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nn θθθθ  and is shown in 

Figure 1. 
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Figure 1: Dependence of parameter )(nθ  on iteration number n 
 
The dependence (Figure 1) of parameter )(nθ  on the iteration number n shows that its share 

increases with the iteration number. 
The dependence of parameters )(nρ  and )(nε  is determined as  

1
1)()( minmaxmax
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The dependence (Figure 2) of parameters )(nρ  and )(nε  on the iteration number n shows that 
their share decreases with an increase in the iteration number. 
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Figure 2: Dependence of parameters )(nρ  and )(nε  on iteration number n 
 
The results of comparison of the proposed methods with the methods based on the ant colony 

algorithm without simulated annealing and random pheromone level, described in [16–22], are 
presented in Table 1. 

The results of comparison of the proposed Q-learning method with dynamic parameters and with 
the traditional Q-learning method based on the mean squared error criterion and the number of 
iterations for solving the traveling salesman problem are presented in Table 1. Similar results were 
obtained for the proposed SARSA method with dynamic parameters and with the traditional SARSA 
method. 

 
Table 1 
Comparison of the proposed optimization method with the traditional Q-learning method based on 
the mean squared error criterion and the number of iterations for solving the «traveling salesman» 
problem 

Method mean squared error Number of iterations 
proposed existing proposed existing 

0.05 0.05 300 2000 
 
The results of comparing the proposed Ant-Q method with dynamic parameters and with the 

traditional Ant-Q method based on the mean squared error criterion and the number of iterations for 
solving the traveling salesman problem are presented in Table 2. 
 
Table 2 
Comparison of the proposed optimization method with the traditional Ant-Q method based on the 
mean squared error criterion and the number of iterations for solving the «traveling salesman» 
problem 

Method mean squared error Number of iterations 
proposed existing proposed existing 

0.05 0.05 10 200 



8. Discussion 

Advantages of the proposed methods: 
1. Modification of Q-learning and SARSA methods using dynamic parameters allows to increase 
the learning rate while maintaining the mean squared error of the method. The learning rate of the 
modified Q-learning and SARSA methods using dynamic parameters increased by about 7 times 
compared to the known methods. 
2. In the Ant-Q method with dynamic parameters, the ε-greedy Q-learning approach is used to 
select a new vertex, which is close to random search at initial iterations, and close to directed 
search at final iterations. This is achieved by using dynamic Q-learning parameters and makes it 
possible to increase the learning rate while maintaining the mean squared error of the method 
(Table 2). The learning rate of the modified Ant-Q methods using dynamic parameters increased 
by 10 times, compared to the known methods. 
3. In the Ant-Q method with dynamic parameters to calculate the change in the global pheromone 
level in the initial iterations, the pheromone increment (current reward table for Q-learning 
parameters) plays the main role, which ensures the breadth of the search, and in the final iterations 
the previous pheromone level plays the main role (global reward table for Q-learning parameters), 
which ensures the convergence of the method. This is achieved by using dynamic Q-learning 
parameters and makes it possible to increase the learning rate while maintaining the mean squared 
error of the method (Table 2). 

9. Conclusions 

1. The paper proposes a modification of the Q-learning and SARSA methods by using dynamic 
parameters in the reward table update rule, which makes it possible to increase the learning rate. 
2. The paper proposes a modification of the Ant-Q method by using dynamic parameters in the 
reward table update rule and the ε-greedy vertex selection approach, which makes it possible to 
increase the learning rate. 
3. The proposed optimization methods, due to the study of the entire search space at the initial 
iterations and the search directionality at the final iterations, make it possible to ensure high 
accuracy in solving the "traveling salesman" problem. 
Practical value. The proposed methods allow expanding the scope of reinforcement learning and 
metaheuristics, which is confirmed by their adaptation for the specified optimization problem, and 
improves the efficiency of general and special-purpose intelligent computer systems. 
The prospect of further research is to investigate the proposed methods for a wide class of artificial 
intelligence problems. 
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