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Abstract

Modal symbolic learning is the subfield of artificial intelligence that brings together machine learning
and modal logic to design algorithms that extract modal logic theories from data. The generalization of
model checking to multi-models and multi-formulas is key for the entire inductive process (with modal
logics). We investigate such generalization by, first, pointing out the need for finite model checking in
automatic inductive reasoning, and, then, showing how to efficiently solve it. We release an open-source
implementation of our simulations.
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1. Introduction

Since the dawn of artificial intelligence (Al), there has been a fundamental separation between
two schools of thought: symbolic Aland non-symbolic Al (e.g., connectionist Al). Machine learning
(ML), that is, the subfield of Al that designs algorithms to build models from data, encompasses a
similar separation: in ML terms, symbolic learning is the process of learning a logical description
(e.g., a decision tree, or a rule-based classifier) that represents the theory underlying a certain
phenomenon, whereas non-symbolic learning is the process of learning a non-logical description
of the same theory (e.g., a deep neural network, or a naive Bayes classifier).

A recent trend in symbolic ML is modal symbolic learning, where the extracted logical
descriptions are based on custom-made modal logic (ML) formalisms (e.g., temporal or spatial
logics, depending on the data at hand). Note that, from the perspective of a logician, symbolic
machine learning can be seen as an induction problem, and it often requires checking the truth
of many logical formulas, which, in turn, is a well-known problem among MJL theorists referred
to as model checking. Model checking is the problem of automatically verifying finite state
concurrent systems [1] and, usually, model checker algorithms exhaustively search through
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the finite state space of the system to assess whether some specification (i.e., property of the
system) is true or not.

In this work, we argue that model checking plays a crucial role in the induction of modal
formulas, and that an efficient model checking algorithm is essential for modal symbolic
learning methods. We show how to extend the typical model checking machinery to check
multiple formulas on multiple models, and experimentally show how memoization (i.e. storing
model checking results for later reuse) can be leveraged to drastically reduce model checking
computational time. Finally, we release an open-source implementation to reproduce the
experiments of this work.

2. Model Checking with Memoization for Modal Logic Formulas
Induction

Given a set of propositional letters P as the alphabet, the well-formed formulas of the propositional
modal logic (ML) are obtained by the following grammar:

o = plop|eVeldp,

where the remaining classic Boolean operators can be obtained as shortcuts. In what follows,
we use [y to denote =Q—. The modality { (resp., 1) is usually referred to as it is possible that
(resp., it is necessary that). We refer to F as the set of formulas produced by the above grammar,
and call the height of a formula the height of its syntax tree.

ML is paradigmatic of temporal, spatial, and spatio-temporal logics, and it is an extension
of propositional logic (PL). Its semantics is given in terms of Kripke models. A Kripke model
K = (W,R,V) is a Kripke frame (W, R) composed by a non-empty (possible infinite, but
countable) set of worlds W (which contains a distinguished world wy, called initial world),
a binary accessibility relation R C W x W, and a valuation functionV : P — 2V which
associates each world with the set of propositional letters that are true on it. The truth relation
K, w Ik ¢, for a generic (Kripke) model K, a world w (in that model), and a formula ¢ (to be
interpreted on that model), is given by the following clauses:

K,wlkp iff weV(p)

K,wlF— iff K, wlff 1 (ie., it is not the case that K, w IF ¢);
Kiwl-r Vi iff K iwlk Y or K, wlk 1s;

K,wlk Oy iff Juw' st wRw and K, w' I 1.

In the following, we use K |- ¢ to denote K, wq I- ¢. In modal symbolic learning, Kripke
models can be used to represent data such as time series, images, audio, videos, and graphs,
which, in the era of big data, accounts for 80% — 95% of the existing data [2]. This data is
commonly referred to as unstructured, as it does not have a well-studied data model, nor a
predefined structure, and it is typically counterposed to structured, tabular data, organized in
rows and columns, which is found in spreadsheets and relational databases.

Among the many interesting mathematical problems studied over the years in the field of M.
there is model checking [1]. Formally, the model checking problem is the problem of establishing



if K IF ¢, where K is a Kripke model and ¢ is a formula of M.L. Canonically, model checking is
the problem of verifying properties of modal temporal logics on infinite state, finitely represented,
abstract models (i.e., Kripke models) of concrete ones (e.g., reactive systems). Depending on
the logical formalism, model checking may not be a trivial task [3]. The common denominator
of the ML logical approaches (see, e.g., [4, 5, 6, 7, 8, 9, 10, 11, 12]) is that the kind of model
checking, which is key for the entire learning process, is in fact finite, which, to some extent,
trivializes the problem itself (in general, it becomes PTIME). Nevertheless, the model checking
problem still raises some difficulties, and leaves room for algorithmic optimizations. Finite
model checking a single ML formula on a single model can be achieved by simply adapting the
well-known Emerson-Clarke algorithm for checking CTL* formulas [13]. This procedure relies
on a memoization schema where a structure H : F — 2% is filled, in a bottom-up fashion,
with the truth values of all subformulas on all worlds.

In real-world contexts, it is common to check many formulas on many Kripke models. In
fact, modal symbolic learning is an inductive statistical process, that learns a general theory,
seen as multiple ML formulas, from datasets of Kripke models. This sets the stage for the more
general problem of finite model checking of multiple models against multiple formulas. Let
K ={Ki,..., Ky} be a collection of m Kripke models and ® = {1, .., p,} be a collection
of n ML formulas, then the multi-models and multi-formulas finite model checking problem
is the problem of deciding, for all K € K and for all ¢ € ®, if K |- . The straightforward
approach involves calling the single model checking procedure m - n times; however, the
memoization results generated by a single call can be reused for a later call on the same model.
In fact, the memoization structure for a single model can be shared for checking all formulas;
ideally, this reduces the overall computational load, but it requires more memory accesses
which, in turn, introduce overhead. This tradeoff can be mitigated by only sharing memoized
(sub)formulas with height no greater than a fixed parameter hgp o4, leveraging the fact that
shorter (sub)formulas are more likely to be checked in the future.

We prove and quantify the benefits of a shared memoization structure in an experimental
setting. The m Kripke models are generated by fixing the same Kripke frame with 20 worlds,
randomly generated using the Fan-in/Fan-out method from [14], and by assigning to each
world a random subset of true propositional letters. The n formulas are, first, generated as
formulas of a fixed height hp,ax using a random procedure. On top of this, a pruning strategy
is adopted for reducing each formula: in a top-down fashion, each node of the syntax tree
is cut with probability pr and substituted with a random propositional letter. As a result, all
formulas have maximum height A,,x, and are generally smaller in size with greater values of
pr. We fix an alphabet size of |P| = 16 and m = 50 models. Different parametrizations are
used for hp,ax and pr. For each parametrization, n = 1000 - hyax formulas are checked on all
models using the non-shared memoization approach and the shared memoization approach with
different values of hgpared, With hspared < Rmax- We let hyax € {1,2,4,8}, pr € {0.2,0.5},
and hgpared € {0,1, 2,4, 8}; note that when hgpgreq = 0, only the results for the propositional
letters are shared, and when hgpqreq = Amax, those for all subformulas are shared.

The cumulative times of the different approaches are illustrated in Fig. 1. It can be observed
that sharing at least the propositional letters is beneficial in all cases; in other words, the
shared memoization approach improves over the non-shared one. When comparing different
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Figure 1: Results of the multi-models and multi-formulas model checking with the non-shared and
shared memoization approaches with varying values of hyax. Each subfigure shows the cumulative
time achieved by the different approaches with pr = 0.2 (in blue) and pr = 0.5 (in red).

parametrizations of the shared approach, it appears that, within the given experimental setting,
hsharea = 1 and hgpareq = 2 tend to improve over the other values. Overall, the speedup
achieved by shared memoization, calculated as the ratio between the total cumulative times
of the non-shared and best shared approaches, ranges from 185% to 471%. The open-source
implementation of our experiments, together with more results revealing similar trends, is
available at https://github.com/aclai-lab/OVERLAY2022 L.

3. Conclusions

In this work, we considered modal logic as paradigmatic of temporal, spatial, and spatio-
temporal logics, and noted how Kripke models can be used for representing data with no
predefined structure (which, nowadays, amounts to the vast majority of data). We pointed
out the importance of finite model checking in automatic inductive reasoning. We generalized
this problem to a multiple models and multiple formulas setting, showing the benefits of a
shared memoization approach. This study is part of a bigger investigation on modal symbolic
learning, which attempts at learning qualitative patterns from unstructured objects, seen as
Kripke models, which is not possible with the limited expressive power of propositional logic.
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