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Abstract
Intelligent agents are indispensable and flexible autonomous tools for efficiently mining large graphs for heterogeneous
knowledge. Twitter is a prime case in point with structural and functional attributes such as original multimedia content
posting and retweeting revealing important affective information about accounts. Additionally, this can be facilitated by
including hashtag emotional polarity and reactions to political, social, or even historical events. Further insight can be gained
by moving one step forward from individual emotional reactions to integrated personality estimations such as the MBTI
taxonomy. An intelligent agent has been developed with a stochastic account visiting policy based on preferential attachment,
an optional evolving forgetting factor for penalizing vertices appearing too frequently, and the capability to yield an MBTI
estimate based on a graph neural network. The results indicate the superior performance of the proposed heuristic based on
evaluation criteria including community size distribution and hashtag coherency.
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1. Introduction
Intelligent agents (IAs) are autonomous digital entities
with extensive capabilities for maintaining and ensuring
the smooth operation of massive infrastructure, mostly
networks of various types. Depending mainly on their
technology and operating principles, an IA may have
extended command and control capabilities while requir-
ing only the initial programming in order to properly
function, excluding of course any sort of necessary local
input. Recently IA has advanced beyond a fixed set of
rules to integrating various level of machine learning
(ML) capabilities, provided sufficient computing power is
available. The inclusion of neural networks architectures
such as graph neural networks (GNNs) which take full ad-
vantage of the local network topology constitutes a major
addition. Perhaps the most well-known representation of
such an agent in pop culture, albeit possessing far more
capabilities than those of its contemporary counterparts,
is that of the iconic agent Smith from The Matrix1.

Twitter mining analytics provide a significant oppor-
tunity to various organizations to improve both deci-
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sion making processes and marketing performance. This
is achieved as businesses are allowed through Twitter
mining to gain invaluable insights on the dynamics and
collective behavior of their customer base or any other
online target group for that matter. In turn this yields
more accurate predictions of key factors such as future
demand, reactions to new products, or brand loyalty to
name only a few. Twitter analytics tailored for this task
include community structure discovery algorithms, hash-
tag flow analysis and information diffusion strategies,
digital influence computation, and link prediction tools.
Such insight is obtained frequently from the computa-
tionally challenging task of processing a diverse set of
follow relationships, hashtags, or tweets. Such attributes
are either of structural nature in the sense that they are
about the social graph itself or functional as they pertain
to the activity of the various entities, mostly the Twitter
accounts, which use said graph.

Among the functional features the affective ones have
recently garnered considerable research attention since
emotions are the primary motivations behind human
actions. To this end, attributes such as the emotional po-
larity of tweets and hashtags are considered as major in-
dicators of how a Twitter account would react to various
events and rely heavily on emotion models such as those
proposed by Plutchik or Ekman. However, personality
taxonomies such as the Myers-Brigs taxonomy indicator
(MBTI) go beyond individual emotional responses and
provide a more general framework for systematically
evaluating sequences of account reactions as they take
into consideration the higher cognitive functions driving
them. For instance, personalities with an extrovert pre-
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disposition will be typically more vociferous compared
to introvert ones for the same event.

Table 1
Notation Summary

Symbol Meaning First in
△= Equality by definition Eq. (1)
{𝑠1, … , 𝑠𝑛} Set with elements 𝑠1, … , 𝑠𝑛 Eq. (2)
(𝑡1, … , 𝑡𝑛) Tuple with elements 𝑡1, … , 𝑡𝑛 Eq. (1)
⟨𝑠𝑘⟩ Sequence with elements 𝑠𝑘 Algo. 1
|𝑆| Set, sequence, or tuple cardinality Eq. (4)
(𝑢, 𝑣 ; 𝑙) Edge from 𝑢 to 𝑣 with label 𝑙 Eq. (18)
Γ𝑖 (𝑣) Inbound neighborhood of 𝑣 Eq. (7)
Γ𝑜 (𝑣) Outbound neighborhood of 𝑣 Eq. (7)
prob {Ω} Probability of event Ω occurring Eq. (7)
𝑆1 ⧵ 𝑆2 Asymmetric set difference Eq. (8)
𝜑(⋅) Logistic function Eq. (12)
𝜓(⋅) Hyperbolic tangent function Eq. (14)
⟨𝑔||𝑓⟩ KL divergence of 𝑔 from 𝑓 Eq. (20)
I𝑛 𝑛 × 𝑛 identity matrix Eq. (4)

The primary research objective of this conference pa-
per is the development of an IA determining its next
jump based on a strategy exploiting local structural in-
formation as well as the MBTI profile of the neighboring
vertices. The latter is achieved by a preprocessing stage
where a GNN performs personality type prediction based
on the standard MBTI profiles. Each given vertex has a
set of ground truth affective attributes which allow the
deployment of multiple psychological interfaces depend-
ing on the application and the type of IA querying the
vertex in question. Additionally, IAs take into considera-
tion the MBTI personality of neighboring vertices prior
to moving to one of them. The aforementioned factors
differentiate significantly this conference paper from the
vast majority of previous approaches.

The remainder of this conference paper is structured as
follows. In section 2 the recent scientific literature regard-
ing IAs, graph mining, and personality models are briefly
reviewed. IA design is described in detail in section 3.
The results obtained by the action of the proposed IA on
benchmark graphs are examined in section 4, whereas
possible future research directions are given in section
5. Sets are denoted by capital letters. Bold capital letters
denote matrices, small bold vectors, and small scalars.
Acronyms are explained the first time they are encoun-
tered in the text. In function definitions parameters are
separated of the arguments by a semicolon. Finally, in
table 1 the notation of this work is summarized.

2. Related Work
IA design relies on a number of approaches [1] as they
have to function on their own in large digital infrastruc-

ture extending as a result the digital awareness of the
organizations deployed them. IAs often have to take de-
cisions [2, 3] which in turn rely on operational criteria
based on aspects like anthropomorphism [4], maintain-
ing trust with human users [5], cognitive functionality
[6], connecting IAs with sensors [7], action explainabil-
ity [8], and even the possible role of voice [9]. IAs can
be employed in many capacities like protecting critical
industrial cyber-physical infrastructure [10], communi-
cating with humans through dynamic oral conversations
[11], facilitating social interactions [12], recommending
charging points for electric vehicles [13], modeling finan-
cial markets [14], and even shaping fashion trends [15].
In order for IAs to adapt to complex and nonstationary
environments, ML capabilities have been recently added
to them [16]. ML techniques cover a broad spectrum of
options such as variational encoders [17], reinforcement
learning [18], deep learning in various forms [19], and
cooperative learning [20]. Possible extensions for use
with IAs are tensor stack networks (TSNs) [21], GNNs
[22], adversarial neural networks (ANNs) [23], and self
organizing maps (SOMs) [24].

Graph mining extracts nontrivial knowledge from
linked data [25]. For example, approximating directed
graphs with undirected ones based on density criteria
[26]. Community discovery for large graphs has taken
many forms due not only to instance size [27] but also
because many and equally valid graph community def-
initions exist [28, 29]. For instance, communities may
well be build on trust [30], spatiotemporal patterns [31],
social behavior [32], multiple connectivity criteria [33],
noiseless patterns [34], spatial behavior akin to that of
geolocation services [35], privacy preserving constraints
[36], and simultaneous structural and affective criteria
[37]. Applications include trajectory planning for au-
tonomous race vehicles [38], political [39] and commer-
cial [40] digital campaign designs, biomedical document
recommendation based on a keyword-term-document
tensor model [41], opinion mining [42], and assessing
the affective resilience of Twitter graphs [43, 44].

Personality indicators [45] go beyond emotion models
like the emotion wheel [46] or big five [47] since they
provide a framework for predicting reactions to a wider
array of stimuli [48], whereas the various emotionmodels
only describe a single reaction. MBTI is used among
others for designing digital campaigns on social media
[49] perhaps in conjunction with other major attributes
of the underlying domain [50]. Also MBTI taxonomy
has been used to assess leadership traits [51]. Examples
include exploring political Twitter [52], predicting brand
loyalty [53], and analyzing the dynamics in social media
communities [54]. Tensor distance metrics [55] can be
used to cluster personalities in the MBTI space, especially
when personalization is intended [56].
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3. Intelligent Agent Design

3.1. Graph representation
Multilayer graphs in this workwill be the algorithmic cor-
nerstone for representing and analyzing the interaction
between Twitter accounts and the IA as the latter will be
circulating along the edges of such a graph. Multilayer
graphs extend ordinary ones by including a set of dis-
tinct edge labels along with the requirement that an edge
has exactly one and, thus, allowing as many as multiple
edges between any two vertices as long as their labels are
distinct. As such, concepts such as vertex degrees and
paths have to be redefined to take into consideration this
extension. As each label carries its own structural, func-
tional, and semantic meaning, many underlying domains
can be better modeled. Definition 1 formally introduces
the class of labeled multilayer graphs.

Definition 1 (Labeled multilayer graphs). A labeled
multilayer graph 𝐺 expresses simultaneous connections
between its vertices allowing the formulation of higher
order patterns and it is defined as the ordered triplet of (1):

𝐺 △= (𝑉 , 𝐸, 𝐿) (1)

The components of a multilayer 𝐺 and the role they
play in representing Twitter accounts and the associated
interactions and activities are the following:

• The set of vertices 𝑉 comprises of the entities the
relationships are built on. In the context of the
proposed methodology 𝑉 consists of anonymized
Twitter accounts.

• The set 𝐸 ⊆ 𝑉 × 𝑉 × 𝐿 is the set of labeled edges.
Therefore, not only does each edge have orien-
tation but also a label. In this work they denote
Twitter interaction.

• The label set 𝐿 depends directly on the semantics
of the underlying domain. In this particular case,
𝐿 contains the four elements of equation (2).

𝐿 △= {𝑓 𝑜𝑙𝑙𝑜𝑤 , 𝑟𝑒𝑡𝑤𝑒𝑒𝑡 , 𝑚𝑒𝑛𝑡𝑖𝑜𝑛 , 𝑟𝑒𝑝𝑙𝑦} (2)

Each layer is formed by the edges of a single label,
therefore allowing in total |𝐿| layers. Each of them
represents different account interaction patterns.

Definition 1 takes into consideration structural and
functional graph characteristics. The former rely on com-
binatorial properties, whereas the latter depend directly
on the Twitter activity. For the purposes of the analysis
done here edges have directions, capturing the one-way
nature of Twitter interaction.

Each of the Twitter graph layers is formed by a specific
label and their endpoints. A given layer need not be sym-
metric and, in fact, such a layer is a special case. Each

label in 𝐿 carries a different semantic value and denotes
relationships of varying strength. In the proposed ap-
proach this is translated to different edges having priority
depending on their label, but this does not exclude the
association of specific edge weights with different labels.

3.2. MBTI personality system
As mentioned earlier, MBTI is one of the most popular
personality models stemming in large part from the the-
ory of Jung and it aims at assessing the combination
of individual cognitive functions. Specifically, in MBTI
there are four independent axes, each corresponding to
a function, with their two endpoints being personality
attributes. This yields a total of sixteen basic personal-
ity types known by the initials of their corresponding
attributes as shown in figure 1. Therein the respective
frequencies are also shown. Observe that in this case as
well holds the fundamental result of probability theory
stating that for every discrete distribution with 𝑛 data
points there is at least one such point whose probability
is strictly more than 1/𝑛. In the context of MBTI this
implies there is at least one personality type which is
more common than the others.

ISTJ
12%

ISFJ 
8%

ISTP
4%

ESTP 
5%

ESTJ
12%

ISFP 
3%

ESFP
5%

ESFJ 
8%

INFJ
4%

INFP
4%

ENFP
8%

ENFJ
5%

INTJ
7%

INTP
4%

ENTP
5%

ENTJ
6%

Figure 1: MBTI personalities.

The four axes representing basic cognitive functions
or fundamental personality traits which determine the
MBTI taxonomy are the following:

• Extroversion vs Introversion: This axis deter-
mines how social an individual is. In turn this
determines the nature and amount of sensory in-
put an individual can cognitively process.

• Sensing vs iNtuition: This direction indicates the
role tangible data play in a person’s cognitive pro-
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cess, namely whether they rely more on concrete
input or abstract terms.

• Feeling vs Thinking: This variable denotes
whether an individual tends to reason in order to
understand a situation or relies on accumulated
experience in the form of hunches.

• Perceiving vs Judging: This factor finally shows
whether a person tends to place themselves inside
a given situation during decision making process
or they reason from a detached standpoint.

The system described above captures a major part of
human decision making process as it describes how and
which information is collected and furthermore how it is
processed. As stated earlier the personalities of the MBTI
taxonomy are shown in figure 1 in such a way that ech
personality differs at exactly one trait from its neighbor-
ing ones. This property in fact extends to personalities
which are adjacent if the taxonomy map would wrap.
Thus, personalities are encoded in a scheme similar to
that of Gray coding allowing the easy grouping by factors
similar to Karnaugh maps.

In order to estimate the MBTI personality of each Twit-
ter account in the dataset a GNN was used which oper-
ated on the entire graph. Since each of the four variables
of the taxonomy are independent, their estimation was
recast as four separate instances of vertex classification.
The ground truth state vector contains the following
attributes, which can be linked to how the basic person-
alities of the MBTI taxonomy manifest themselves.

• Average number of connections.
• Average number of characters.
• Average number of nonwhite characters.
• Fraction of alphabetical characters.
• Fraction of digits.
• Fraction of uppercase characters.
• Fraction of white spaces.
• Fraction of special characters.
• Average number of words.
• Fraction of unique works.
• Number of long words.
• Average word length.
• Number of unique stopwords.
• Fraction of stopwords.
• Number of sentences.
• Number of long sentences (at least 10 words).
• Average number of characters per sentence.
• Average number of words per sentence.
• Percentage of positive words.
• Percentage of negative words.
• Percentage of neutral words.

The GNN performing the vertex classification works as
follows. It consists of 𝐿0 layers where each one acts like a
local spatial filter applied in parallel on the various graph
segments similarly to a convolutional neural network
(CNN). This is achieved through successive applications
of the same nonlinear mapping 𝜎(⋅), frequently reported
as the activation function, on a linear transform of the
graph adjacency matrix. In this equation P is the graph
Laplacian matrix of (4), H𝑘 is the output of the previous
layer, and W𝑘 is a trainable weight matrix.

M𝑘+1 = 𝜎(PH𝑘W𝑘) (3)

In (3) the graph Laplacian matrix P is defined as in (4),
whereA is the graph adjacency matrix andD is the graph
neighborhood size matrix, namely the diagonal matrix
containing the total number of labeled edges whose end-
point is the respective vertex. Since Twitter graphs are
directed, then there are two adjacency matrices, one for
the inbound and one for the outbound edges. Moreover,
since in this work there can be multiple edges between
the same vertex pair, both A and D contain the count of
edges whose head or tail is the respective vertex. This
implies that also the diagonal of A should be bolstered
with the maximum number of parallel edges, since each
vertex is strongly connected with itself. Instead of us-
ing an one-hot encoding for each of personality type, a
vector with four entries was used as it is a more natural
representation for the MBTI taxonomy.

P △= D−1/2(A + |𝐿|I𝑛)D−1/2 (4)

As a result of the above, there are two CNNs, one
operating on inbound and another on outbound neigh-
borhoods. The nonlinear activation function 𝜎(⋅) shown
in (5) is applied elementwise to the matrix argument.

𝜎(𝑥)
△= ln (𝑒𝛽0𝑥 + 1) (5)

The synaptic weights of matrix W𝑘 are also individu-
ally updated using the delta rule of equation (6). Specifi-
cally, each element of the weight matrix in the 𝑘-th layer
receives a correction term of the form:

ΔW𝑘 [𝑖, 𝑗] = 𝜂0(
𝛽0𝑒𝛽0M𝑘+1[𝑖,𝑗]

1 + 𝑒𝛽0M𝑘+1[𝑖,𝑗]
)M𝑘+1 [𝑖, 𝑗] (6)

The learning parameter 𝜂0 decays with a cosine rate
whose frequency 𝜔0 depends on the training size 𝑝0.

When both CNN run and the personality types are
obtained, then in case there is a difference between the
two CNNs for the value a specific variable, it is decided
by the majority of the values of the respective variables
of the neighboring vertices ignoring direction. When
this is not possible, then second order neighborhoods are
also included, again ignoring direction.
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3.3. Jump strategy
The IA proposed here moves along the edges of the graph
following a heuristic mechanism for community struc-
ture discovery which eventually approximates under a
set of mild assumptions a homogeneous Markov chain
steady state distribution. IA starts from an arbitrary ver-
tex and visits other vertices with probability proportional
to their inbound degree locally normalized. Progressively
this constructs a long sequence ⟨𝑠𝑘⟩ containing the ver-
tices visited by the IA, which can then be mined by any
agglomerative clustering algorithm in order for the final
community list to be derived. Longer sequences lead to
more reliable discovery as they contain a higher vari-
ety of subsequences. Thus there are more indications
whether certain vertices belong together. In particular if
triangles local are successfully identified, then the more
likely a community is to be properly discovered. Addi-
tional patterns assisting in community discovery are:

• Bridges: Losing a bridge always implies connec-
tivity loss. Thus, two communities may be con-
nected with at least one bridge.

• Articulations: They are bridge endpoints. As
such, they are critical for connectivity and belong
to different communities.

• Subsequences: Frequent subsequences are in-
dicators that certain vertices should be grouped
together, especially for shorter ones.

• Hubs and authorities: Both are central in com-
munities. As such, they should be grouped with
the vertices they appear with.

In the limit the IA random walk approximates the
steady state distribution of a homogeneous Markov chain
as the vertex selectionmechanism is solely determined by
the local connectivity patterns between the current and
the outbound neighboring vertices. This also eliminates
the effect of the starting vertex.

In order to determine the next vertex to be visited
the IA makes a probabilistic decision based on a mecha-
nism reminiscent of preferential attachment. Recall that
according to the latter the probability of moving from
vertex 𝑢 to an outbound neighbor 𝑣 is shown in equation
(7). Thus, each candidate vertex 𝑣 is selected with a prob-
ability proportional to its locally normalized inbound
degree. The normalization constant is the sum of the
in-degrees of every outbound neighbor of 𝑢.

prob {𝑢 → 𝑣} ∝
|Γ𝑖 (𝑣)|

∑
𝑠∈Γ𝑜(𝑢)

|Γ𝑖 (𝑠)|
= 1

1 + 𝑔(𝑣)
(7)

In (7) the positive quantity 𝑔(⋅) which is a function
of the vertex 𝑣 and of the union of the inbound neigh-
borhoods of the outbound neighborhood of the current

vertex 𝑢 is obtained if both the numerator and the de-
nominator of equation (7) are divided by |Γ𝑖 (𝑣)|.

𝑔(𝑣) △= ∑
𝑠∈Γ𝑜(𝑢)⧵𝑣

|Γ𝑖 (𝑠)|
|Γ𝑖 (𝑣)|

(8)

If the middle form of equation (7) is used, then |Γ𝑖(𝑠)|
can be efficiently approximated under mild conditions
by large set cardinality estimators [57]. Alternatively,
the right hand side form of (7) is an inspiration for ap-
proximating 𝑔(𝑣) in (8) by �̂�(𝑣), when now the ratio of
the estimators is used or, less frequently, an estimation
of their ratio since ratio statistics are in general difficult
to be derived. In any case, this needs to be done only
once for static graphs. In that case the rightmost form of
equation (7) can be approximated as in equation (9):

1
1 + �̂�(𝑣)

= 1
1 + 𝑒ln �̂�(𝑣)

= 1 − 𝜑(ln �̂�(𝑣)) (9)

In order to derive a probability distribution from the
scores obtained by (7), the softmax map is used in this
work. Specifically, the transition probability from 𝑢 to an
outbound neighbor 𝑣 can be computed as:

prob {𝑢 → 𝑣} =
exp (1 − 𝜑(ln �̂�(𝑣)))

∑𝑠 exp (1 − 𝜑(ln �̂�(𝑠)))
, 𝑠 ∈ Γ𝑜 (𝑢)

(10)
Alternatively, given the probabilistic approximation

(9), any decision rule determining the next vertex IA
moves to which relies on the ratio of the transition prob-
abilities from 𝑢 to two distinct outbound neighbors 𝑣 and
𝑤 can use the equivalent computation of equation (11):

prob {𝑢 → 𝑣}
prob {𝑢 → 𝑤}

=
1 − 𝜑(ln �̂�(𝑣))
1 − 𝜑(ln �̂�(𝑤))

(11)

In (9) 𝜑(⋅) is the logistic function defined in equation
(12). It is always positive and also it is the derivative of
the softplus function commonly used as the nonlinear
activation function in neural networks [58].

𝜑(𝑥)
△= 1
1 + 𝑒−𝑥

= 𝑒𝑥

𝑒𝑥 + 1
, 𝑥 ∈ ℝ (12)

An important property of the logistic function which
has been used in (9) is shown in (13). This property
suggests a balance or a conservation law between the
logistic function and its symmetric with respect to its
argument and the horizontal axis 𝑥 = 1/2.

𝜑(−𝑥) = 1
1 + 𝑒𝑥

= 𝑒−𝑥

1 + 𝑒−𝑥
= 1 − 𝜑(𝑥) (13)

Moreover, notice that 𝜑(⋅) is a rescaled and shifted
version of the hyperbolic tangent 𝜓(⋅) of (14). The latter is
the Bayesian estimator of a bipolar ±1 bit in the presence
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of additive Gaussian white noise [59]. Thus the logistic
function is the Bayesian estimator for a 0/1 bit.

𝜓(𝑥) △= tanh (𝑥) △= 𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
(14)

The absolute derivative value of the logistic function
is bound as shown in equation (15). This means that any
approximation errors of ̂𝑠 are not magnified by 𝜑(⋅).

|
𝜕𝜑(𝑥)
𝜕𝑥

| = |− −𝑒−𝑥

(1 + 𝑒−𝑥)2
| = |𝜑(𝑥)𝜑(−𝑥)| ≤ 1 (15)

Extending (7) in order to include multiple labels gives
(18). Therein the transition probability from 𝑢 to 𝑣 takes
into account the parallel edges wherever they exist with
additional sums raging over 𝐿. Alternatively, this can be
replaced by the cardinality of the set of edges of the form
(𝑢, 𝑣 ; 𝑙) for the various possible labels 𝑙 ∈ 𝐿. Additionally,
let locations of the MBTI personalities of 𝑢 and 𝑣 in figure
1 be (𝑖𝑢, 𝑗𝑢) and (𝑖𝑣, 𝑗𝑣). Then the factor 𝑎𝑢,𝑣 (16) which
depends on these locations is computed as follows:

𝑎𝑢,𝑣
△= exp (−

(𝑖𝑢 − 𝑖𝑣)
2 + (𝑗𝑢 − 𝑗𝑣)

2

2
) (16)

A last but optional modification to (7) is the addition of
a forgetting factor 𝜆𝑢,𝑣 which penalizes outbound neigh-
bors which are selected too frequently in favor of others.
The rationale for taking into consideration past selec-
tions is that the IA should be able to escape very dense
segments of a particular community in order to explore
alternative paths inside the community or even move to
other communities. The particular form of the forgetting
factor used here is shown in equation (17). Therein 𝑞𝑢,𝑣 is
the number of times 𝑣 has been selected as a destination
for the IA from 𝑢 the last 𝛾0 times.

𝜆𝑢,𝑣
△= 1 −

𝑞𝑢,𝑣
1 + 𝛾0

(17)

With these observations, the original decision rule
of equation (7) is now modified to take into considera-
tion the fact that the IA moves along a multilayer graph
where vertices have their own personality according to
the MBTI taxonomy giving equation (18). Moreover, the
forgetting factor is also present, but its use is optional.

prob {𝑢 → 𝑣} ∝
𝜆𝑢,𝑣 𝑎𝑢,𝑣 |{(𝑢, 𝑣 ; 𝑙)}|

∑𝑣∈Γ𝑜(𝑢)∑𝑠∈Γ𝑖(𝑣) |{(𝑠, 𝑣 ; 𝑙)}|
(18)

The maximum number of jumps 𝜏0 the IA is allowed
to make is determined by (19), which is a mechanism
for eventually terminating the IA route. The rationale
behind that limit is that the IA must visit each vertex
more than once, but not too many times. Depending on

the selection of parameter 𝜀0 there will be sufficient visits
to obtain important information regarding the role of
each vertex. Because of the decision rule (18), vertices
which are the endpoints of important edges will be visited
more frequently, whereas vertices peripheral in large
communities, with low degree, or difficult to reach will
be progressively neglected up to a point.

𝜏0 = |𝑉| log𝜀0 |𝑉| (19)

Algorithm 1 IA operational framework
Require: Maximum number of hops 𝜏0
Ensure: Obtain vertex sequence ⟨𝑠𝑘⟩
1: place IA in a random vertex
2: repeat
3: for all outbound vertices 𝑣 do
4: compute 𝑎𝑢,𝑣 from (16)
5: end for
6: if forgetting factor is enabled then
7: compute 𝜆𝑢,𝑣 from (17)
8: end if
9: compute destination 𝑠 from (18)

10: move to 𝑠 and place 𝑠 in the vertex sequence
11: until 𝜏0 is reached
12: return sequence ⟨𝑠𝑘⟩

For static or slowly evolving graphs the jumps of IA
can be cached such that 𝑔(⋅) can be efficiently approxi-
mated without a new aggregation of edges in the vicinity
of a vertex. Exploiting this locality may considerably
accelerate the computations of IA.

4. Results

4.1. Implementation
In figure 2 the components of the proposed system are
shown. Therein can be seen that the IA moves on a
multilayer graph stored in a standalone Neo4j instance
along with the activity on it such as tweets and mentions.
Another major element is the GNN which has been ex-
ecuted as a preprocessing step and has given to each
vertex its MBTI personality. The third component is the
IA itself, which is lightweght as it only has to implement
the decision rule of (18) based on local input.

The operational parameters of the GNN and the IA are
shown in table 2 and they pertain to various equations
presented earlier in the text.

The dataset used in this work has been collected by
the Twitter crawler used among others in [26]. The data
therein pertains to three different graphs constructed
from topic sampling using a main hashtag. Specifically,
the three Twitter graphs are the following:

6
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Neo4j

agent

+follow 
->retweet 
@reply 
@mention 
#hashtags 

LGNN 

MBTI estimations

jump decisions
MBTI estimations

evaluation

Figure 2: System architecture.

Table 2
GNN and IA Parameters

Parameter Value

Number of layers 𝐿0 7
Activation function 𝜎(⋅) Eq. (5)
Scaling 𝛽0 3/2
Frequency 𝜔0 2𝜋/(1 + 𝑝0)
Training size 𝑝0 3000

Number of jumps 𝜏0 Eq. (19)
Factor 𝜀0 3/2
Decision criterion Eq. (18)
Forgetting factor 𝜆𝑢,𝑣 Eq. (17)
Window size 𝛾0 4

• #Julia: This topic is about the Julia programming
language. At the sampling time the next Julia de-
veloper conference was about to begin and, more-
over, earlier that year a major language update
was released. Therefore, there was high interest
at the time for the particular topic with mostly
positive or neutral feelings.

• #Windows11: At about the same time a major
news update about the upcoming Windows 11
was made to the public. This generated mostly
positive sentiment, but also some negative ones
concerning the removal of some of the expected
features and the question about obsolete hard-
ware support still lingering among users.

• #BlackList: Just before the beginning of the final
season of this the major hit it was announced
that the main protagonist would not join the cast.
Furthermore this was aggravated by leaked plots
where her character is removed in a way deemed
anticlimactic by fans. These stirred considerable
controversy among them.

To form the CNN ground truth from the collected Twit-
ter dataset two different ways were used:

• By picking the MBTI type an account has posted
on their Twitter bio. This is the preferred way
and it was used whenever it was possible.

• By locating a reference to an MBTI personality
up to two words apart from the words I, am, feel,
myself, me, and being.

Accounts with self-reported MBTI type were not in-
cluded in the vertex classification by the CNN.

4.2. Evaluation
The Kullback-Leibler divergence between the distribu-
tion of the MBTI types returned by CNN for each graph
compared to the global reference distribution shown in
figure 1 is shown in table 4. Recall that the divergence
between a distribution 𝑔 and a reference one 𝑓when they
are both discrete is computed by equation (20).

⟨𝑔||𝑓⟩ △= ∑
𝑘
𝑔𝑘 log (

𝑔𝑘
𝑓𝑘
) (20)

The low divergence between the three empirical distribu-
tions and the reference one mean that the three graphs
are representative in terms of MBTI personalities.

Hashtag coherency is a functional way to assess the
community structural uniformity. The rationale behind
this approach is that a successful partitioning will re-
sult in communities of accounts with similar interests
as expressed by hashtags. Specifically, if the Tanimoto
coefficient 𝜌0 between the hashtag sets of two accounts
is used as a distance metric, then the minimum 𝑑𝑚 and
the average 𝑑𝑎 intercluster distances can be used figures
of merit. The results can be seen in table 5.

Table 5 should be read as follows. Three cases were
tested. The first was the decision rule of (18) without the

7
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Table 3
Twitter Social Graph Properties (from [26]).

Property #Julia #Win11 #BlackList Tweets #Julia #Win11 #BlackList

Vertices 143019 152231 122535 Polarity% (pos/neg) 45.11/2.67 27.25/29.13 45.67/52.77
Edges 9232117 8536771 8425224 Length (avg/std) 167.33/45.12 145.17/37.83 154.86/41.84
Avg i-deg 66.21 61.89 72.43 Distinct hashtags 1182 1263 1314
Avg o-deg 71.36 63.18 76.08 Hashtags (avg/std) 5.13/0.89 8.42/1.17 7.18/1.01
Triangles 2458114 2282375 2946268 Replies (avg/std) 14.22/5.17 11.22/3.76 19.46/6.22
Squares 1034216 100736 117874 Mentions (avg/std) 17.63/4.38 13.38/3.29 15.49/5.34
Diameter 17 21 16 Density (linear/log) 64.55/1.35 56.08/1.38 68.76/1.36

Table 4
MBTI Type Distribution Divergence.

#Julia #Win11 #BlackList

1.4413 1.2417 1.2215

Table 5
Minimum and average intercluster distances.

Metric #Julia #Win11 #BlackList

𝑑𝑚 0.7514 0.7816 0.7932
𝑑𝑎 0.7833 0.7724 0.7832

Metric +MBTI +MBTI +MBTI

𝑑𝑚 0.8532 0.8717 0.8365
𝑑𝑎 0.8433 0.8876 0.8666

Metric +factor +factor +factor

𝑑𝑚 1 0.9615 0.9725
𝑑𝑎 0.9918 1 0.9811

MBTI similarity factor 𝑎𝑢,𝑣 and the forgetting factor 𝜆𝑢,𝑣.
The second was the same rule with only 𝑎𝑢,𝑣 and the third
was with both 𝑎𝑢,𝑣 and 𝜆𝑢,𝑣. For all three cases 𝑑𝑚 and 𝑑𝑎
were collected and each was normalized with respect to
its respective maximum. This allows the percentage of
change between jump strategies to be shown. In light of
this, enabling both factors result to better communities,
while excluding them both yields the worst ones.

Finally, the role of forgetting factor 𝜆𝑢,𝑣 it was positive
as it can be seen from the above metrics. This can be
attributed to the fact that, although at first iy may look
counter-intuitive, it has a linear and not an exponential
decay, so it forces the IA to choose less likely outbound
neighbors but not too often.

5. Future Work
This conference paper focuses on the development of an
intelligent agent (IA) which performs random walks on
Twitter multilayer graphs with the purpose of estimating

edge frequencies, which in turn heavily rely on a local
decision rule for selecting the destination vertex. More-
over, destination vertices with similar MBTI profile types
are given priority, whereas vertices frequently selected
may be optionally penalized in order to allow the IA to
escape from especially dense segments of the Twitter
graph. Experimental results indicate that both factors
increase the partitioning quality in terms of increased
minimum and average intercluster distance.

Concerning future research directions, the most imme-
diate one is to apply the proposed approach on more and
larger benchmark Twitter graphs. Moreover, IAs may
work in parallel in cooperative or adversarial modes.
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