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Abstract  
Haptic interaction with artificial intelligence (AI) entities that have a physical embodiment is 
a developing area of research which investigates how to design communicative tangible 
expressions for human-AI interactions. However, traditional sketching techniques such as 
storyboards or making fully functional prototypes do not seem to be convenient options to 
capture these agents’ potential for haptic interaction in context and rapidly explore possible 
ways of expression. In a recent study, we designed and built a Wizard of Oz (WOz) rig where 
users engaged in haptic interaction with a handheld non-humanoid robot as a form of embodied 
AI agent that was not working yet physically controlled with strong magnets by a human 
wizard hidden under the table. The paper reports on this WOz rig, shares reflections on the 
human wizard’s bodily engagement with users through his magnet-driven magic wand, and 
discusses its potential as a low-tech responsive experimentation environment for exploring 
movement-based AI expressions. Our contribution is the WOz mechanism and design-related 
insights derived from its operation, which could be useful for similar studies on haptic 
interaction with embodied AI agents. 
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Introduction 

Artificial intelligence (AI) is present in different forms in our everyday lives. We interact with AI 
entities mostly through visual (e.g., dashboards, editors) and auditory interfaces (e.g., voice assistants). 
Recently, exploration of haptic interactions with embodied AI agents emerged as a research direction 
in HCI [4, 21, 12] which explores how to design communicative tangible expressions for human-AI 
interactions. A well-known and broad category of embodied AI agents is robots. 

 However, the word robot has many mental images and ideals associated with it. Perhaps the most 
known and recurrent one represents an autonomous entity that looks and behaves exactly like a human, 
to such an extent that it is indistinguishable from an authentic one. Whether this ideal is worth pursuing 
or not, we should accept that today’s technology does not enable us to design such a robot or embodied 
AI agent. We can also argue that interactions with humanoid agents are almost always delusional; the 
more an autonomous agent looks like a human, the higher the social expectation is. However, humanoid 
agents cannot afford such a sophisticated level of behavior promised by their appearance, at least not 
yet, whereas non-anthropomorphic robotic artefacts that demonstrate an elevated level of behavioral 
realism hold the potential for more coherent and engaging interactions [9]. 

 In addition, human-AI interactions are mostly based on two sensory channels: visual/textual and 
auditory. However, humans also use their bodies and the haptic channel (sense of touch) to engage in 
direct interaction with the environment and objects of interest. Together with visual and auditory 
channels, the haptic channel allows us to form a nuanced understanding of interactions and situations. 
The sense of touch could support vision by providing another layer of information, and the information 
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delivered from the haptic channel could reduce the load on vision [13, p.159]. Then, an alternative 
approach is to go in the opposite direction and design tangible, non-anthropomorphic AI agents that use 
nonverbal interactions such as expressive movements (i.e., movements performed to convey different 
states, emotions, intentions) to ground communication. Although these agents do not have a visual or 
auditory resemblance to a living form, humans attribute animacy and agency to them [14, 5]. This 
enables the agents to be perceived as autonomous entities that have their own behaviors, attitudes, and 
nonverbal language. These kinds of embodied AI agents mark an uncharted territory without established 
interaction elements, and the exploration of such non-idiomatic interactions requires a responsive 
experimentation environment to rapidly try out new behaviors and situations [11]. 

So, we asked a few questions, in close connection to the constellation of these research works and 
approaches mentioned, regarding the design of a physical AI agent that humans can literally get in touch 
with: What happens if humans interact with an embodied non-humanoid AI agent by placing their hand 
on its body to move it around? How would the agent communicate intent through the haptic channel? 
When the agent moves against their hand how would humans feel and interpret this physical movement? 
What about communicating emotions? These questions led us to adopt a commercial handheld robot 
with wheels as a non-humanoid AI agent and to construct a Wizard of Oz (WOz) rig to search for 
answers. In this regard, we considered that building a new mobile robot or employing an existing one 
with a form factor enabling manipulative gestures we were looking for and enough motor/wheel power 
for desired movements (such as showing resistance to the force applied by users) in haptic modality 
would have been costly and time consuming. Instead, we opted for a mechanism that would enable us 
to puppet an embodied AI and get a feel of how haptic interaction between humans and movement-
based agents would play out [19]. We also imagined that such a rig could be used with non-digital 
prototypes (e.g., robot made of cardboard) to rapidly explore haptic human-AI interactions in terms of 
embodiment, expressions, and behavior. The WOz rig was thus based on the idea of using simple 
materials that would enable users to engage in haptic interaction with the robot which was not actually 
working yet physically controlled with strong magnets by a human wizard hidden under the table [20, 
18]. 

 In this paper, we first provide a brief account of the user study and describe the WOz rig. Then, we 
share reflections on the human wizard’s bodily engagement with users through his magnet-driven magic 
wand and discuss the WOz rig’s potential as a low-tech responsive experimentation environment for 
exploring movement-based AI expressions. In this report, our focus is on the WOz setup and its use, so 
we do not cover the details of the user study as it is beyond the scope of this paper. 

Brief account of the user study 

We designed a study to investigate how direct physical interaction with embodied AI agents 
influences the sense of agency (SoA) in humans in comparison to interacting with them via GUI. Our 
intention was to understand in which ways haptic modality contributes to the feeling of being in control 
during interaction with (semi-)autonomous agents in a social and collaborative context. The study 
comprised a game played over a fictional map on a table in which a robot called Rover and a user were 
teaming up to complete a mission on a foreign planet.  

We ran 11 sessions (including three pilots), and in each session one participant and two researchers 
were involved. One researcher was responsible for managing the participants, conducting the game part, 
and running the retrospective think-aloud part and the other researcher was the author, responsible for 
playing the human wizard who was under the table during the study sessions. 

 The participants played the game standing in front of the table. Each participant was asked to 
complete two tasks together with the robot in two different modalities. One task was to collect the most 
valuable mineral among the three and the other was to reach the volcano on the map through a field of 
geysers without falling in them and collect a lava stone. In the haptic modality, the participants were 
supposed to place their hand on the robot resting on the map and physically move it by pushing, pulling, 
or rotating in a way to complete the tasks (e.g., reaching a destination, picking up an object etc.) In the 
GUI modality, they were able to move the robot in the same way, this time through a tablet screen by 
using a dedicated visual interface. In both modalities, the participants were starting the tasks from the 
base represented by a shield icon in the middle of the map (Figure 1), and they were moving towards 



items or places relevant for the task in question. A mineral was considered collected, or a destination 
reached, once the robot was positioned on them. 

 

 
Figure 1: (From left to right) The WOz rig with the robot resting on the table surface; controller lying 
in the space under the table where the wizard performs; close up on the robot resting on an early 
version of the game map. The shield icon in the center is the base where the game starts. The green 
item that lies behind the border made of cardboard is one of the valuable minerals available to collect. 

 
While the participants were interacting using these modalities, the robot was expressing itself 

nonverbally through the ways it was moving, demonstrating agentive qualities. For example, if the robot 
did not agree with the direction its partner was moving in it was resisting against the pushing action 
performed on it (e.g., to communicate that the participant was moving towards the less valuable 
mineral). Or, if the robot wanted to hint at another object or path, it was taking its partner’s hand towards 
that option instead of the other by moving its body (e.g., to communicate that the participant should 
move in another direction to go around a geyser). 

After playing in each modality, the participants were filling in a seven-point Likert scale 
questionnaire that consisted of nine statements used to measure their SoA during the game (Figure 2). 
We created the questionnaire by adapting two different works—the items used by Endo et al. [3] and 
the scale created by Polito et al. [15]—to elicit feedback on how much control and engagement the 
participants felt in relation to the AI agent and the game. Once the participants completed the game, a 
retrospective think-aloud session was held. In this session, they were watching the videos of their 
interaction with the robot in each task which were recorded by a webcam from above the WOz rig. 
Finally, the researcher, as the wizard in charge of controlling the robot, was coming out of his hiding 
spot under the table for debriefing and a short, informal chat about the participant’s experience. The 
collected data and the session videos were analyzed through the lens of the tool-agent spectrum by 
Rozendaal et al. [16] and the Social Agency continuum by Silver et al. [17] to understand how different 
modalities influenced the participants’ SoA and their perception of the robot during interaction. 

 
Figure 2: The seven-point Likert scale (strongly disagree-strongly agree) questionnaire statements 
adapted from Endo et al. and Polito et al. Rover was the name of the robot in the game. 
 

The preliminary results from the study suggest that the haptic modality could allow for high level of 
control over an embodied AI, fine-grained interactions, and enable users to get more detailed 
information about situations, although users may consider the latter sometimes excessive or confusing. 
On the other hand, interaction via GUI seems to provide less strong connection with the perceived 
agency of an embodied AI, although it provides sufficient control for interaction and may be considered 
suitable for cases where users do not need or want detailed information. The study enabled us to have 
an understanding of the movements’ communicative, agentive, and expressive qualities, while the 
covert nature of the WOz setup helped us capture some valuable insights to consider when designing 



for haptic human-AI interactions such as the ghost agency effect (i.e., at some point one participant was 
thinking that he was being guided by the agent whereas he was the person who was steering it) and 
slightly unwelcoming attitude towards haptic embodied agents (i.e., one participant stated that she 
would have behaved more gently if she had known there was someone controlling the robot under the 
table). 

In both modalities, the author was the wizard under the table who was performing these actions on 
the robot’s behalf. Now let us see in more detail how the WOz rig was built, and how the wizard used 
it. 

Magic Wand with Strong Magnets 

For the study, we used a mobile robot called Root produced by iRobot for children to learn coding 
which had built-in magnets underneath [8]. We made a wooden hand controller with four strong 
magnets glued to its top part to leverage on the existing magnets inside the robot (Figure 3). These 
magnets were placed on the controller in such a way that when they came close to the table and were 
in line with the robot’s magnets, they were strongly adhering to each other. In this way, the wizard 
could steer the robot while hiding under the table without touching it directly. 

 

 
Figure 3: (From left to right) View of the GUI and the robot wearing a crochet cover as used during the 
user study; view of the controller with strong magnets and the inverted map placed under the table; 
small cube magnet on the inverted map enabling the wizard to understand where the robot is. 

 
However, the thickness of traditional desks or tables did not allow for the strong magnets to 

sufficiently adhere to the robot, so we made a special table building a wooden frame that was holding 
a thin plank on it which worked well. During the user study, the wizard was sitting on a mat under this 
special table we constructed which was held by two desks on each side. To prevent participants from 
thinking that there might be someone or a mechanism moving the robot from under the table, we used 
clothes to cover the WOz rig, trying to give an impression of a booth dedicated to the game (Figure 1). 

However, we needed to develop the strong magnet controller further to adapt it to the study 
conditions. For example, we attached silicone rubber tape to each magnet on the hand controller to 
increase the adhesive force in sheer direction so that the steering action was easier and more 
controllable. Moreover, the controller had to move silently across the bottom surface of the table to 
prevent the study participants from thinking that someone might be steering the agent. As the plank was 
very thin, we needed to use a buffer material to mitigate the impact when the magnets adhered to the 
robot from under the plank. We placed kitchen sponges on top of the magnets which acted like a pillow 
that absorbed the first impact as well as provided the silence required during the interaction. We also 
used a thin cotton fabric to cover the sponges to reduce friction. The robot had a couple of visual cues 
such as eyes (displaying animation) and a nose-like button suggesting a kind of animal. As we wanted 
the users to engage in haptic interaction with the robot, we tweaked its appearance by using a crochet 
cover to hide these cues as these might have prevented them from focusing on its movements (Figure 
3). 

When the wizard was under the table, he needed to follow what was going on above him, so he had 
two laptops. One was connected to the webcam placed above the rig that was providing a video feed of 
the map and the participants. In this way, he was able to see where the robot was moving and act 
accordingly. On the surface under the table, there was an inverted version of the map lying on the table 
so that he knew approximately where the robot was at any time (Figure 3). In the haptic modality, he 
was using the magnet controller. When he saw in the video feed that the participant was steering the 
robot to a spot in the map where he should intervene, he was slowly and carefully approaching the 



controller to the plank surface to smoothly adhere to the robot. Once the controller was adhered, he 
could move, rotate, or let go of the robot (taking down the controller) according to the emerging 
situation for different purposes (e.g., showing resistance against the path chosen by the participant). 

The other laptop was used to run the software that was establishing the connection between the robot 
and the tablet interface, which was enabling participants to use the browser-based visual interface to 
move the robot. In the GUI modality, the wizard was using his own smartphone to connect to the same 
dedicated website for the interface. In this way, he was also able to move the robot (without participants 
seeing any change on the interface) according to the information he was receiving from the video feed. 
So, when he was moving a slider in the interface, his command was overriding the participants’ and 
vice versa. In addition to the video feed, he was placing a small magnet on the inverted map—on the 
spot that was matching the starting position of the robot in the GUI modality. This allowed him to have 
a more accurate view of where the robot was at any time on the map, by following the small magnet on 
the inverted map, and less divided attention while interacting with the visual interface. According to 
the game scenario, the robot-human team was supposed to go across a terrain on the map that contained 
dangerous areas to avoid. The participants could not see these areas on the surface map, but they were 
marked on the inverted map under the table. The wizard was using these circular marks to decide when 
(e.g., seeing that the small magnet approaching one of them) and where to maneuver the robot both in 
the haptic and GUI modality to help the participants navigate. 

Being in the Magnetic Feel 

This section is a retrospective account of what the researcher in charge of the robot experienced 
during the study as a wizard. First, it obviously felt a little bit uncomfortable for him staying under the 
table for almost an hour, trying to be attentive to several elements at the same time. Although he could 
see the light through the fabric of the tablecloth covering the WOz rig, it was feeling stuffy inside and 
he needed to be careful not to make any noise. Also, he had to make sure that he was not making any 
mistakes in maneuvering the robot, which required him to be very careful about where the robot was 
on the map. The thought of getting caught by the participants made him nervous from time to time, as 
he was physically so close to them and able to see their legs and feet approaching him through the 
fabric. In the end, out of 11 participants only one understood (as the debriefing revealed) that there was 
someone under the table controlling the robot. In the end of the study, some participants were not 
expecting to see him at all and were very much surprised that there was someone operating the robot 
under the table. 

Although this was a bodily and cognitively tiresome process, he enjoyed the experience, as it enabled 
him to bodily perform as a physical AI agent. This slightly demanding WOz setup gave the researcher 
the possibility to get closer to the AI and channel his intentions through its embodiment while 
interacting with human participants. This made it possible to experiment with movement-based haptic 
AI expressions and see how they are perceived by humans. The sophisticated material and spatial setup 
added to the experience, as it created an engaging physical and emotional connection to the embodied 
agent, maybe more than only a GUI-based WOz setup would do. 

Regarding bodily engagement, the wizard had some challenges. Sometimes, he could turn his body 
to a certain extent when he wanted to perform a move with the controller because he was in a restricted 
space. This made him think of the limited capacity of an AI entity and how it would struggle, bodily or 
cognitively, to interact with someone in collaborative situations. Dörrenbächer et al. [2] conducted a 
study where participants roleplayed robots, however in the study they did see each other and were aware 
of the roles. The fact that in our study the participants did not know that they were interacting with a 
human wizard under the table, and that the wizard should not make any noise to break the illusion, 
maybe created a more reserved, isolated space and thus an occasion for self-reflection for the person 
playing the wizard. 

Finally, the WOz rig was a tight coupling of human body and physical material with some digital 
elements. In this setup, the wizard was literally in the loop as a human in haptic interactions between 
an AI agent and the users. This analogy may be more appropriate in exploratory scenarios with loose 
scripts where the wizard can iterate embodied agent’s movements each time the scenario is played to 
rapidly create and observe new situations and outcomes. In this sense, this kind of WOz rig offers a 



low-tech (strong magnets, simple physical materials) yet responsive experimentation environment to 
relate to hi-tech artefacts and can be used as a mechanism to sensitize people from different disciplines 
to material, behavioral and aesthetic interaction qualities of embodied AI [10]. 

Discussion and conclusion 

To summarize, we adopted a commercial robot in a WOz rig where it was physically manipulated 
in real-time by a human wizard—hidden under the table—to understand in which ways haptic modality 
contributes to the feeling of being in control during interaction with (semi-)autonomous agents as well 
as how users approach an embodied non-humanoid AI agent’s expressive movements. 

The WOz rig created a situation where the wizard was engaging in continuous bodily interaction 
with users thanks to the custom-made controller with strong magnets, although there was no direct 
touch between the two interactants. Physical feedback caused by the movements performed by users’ 
hands on the robot such as pushing, pulling, and rotating enabled the wizard to have a haptic connection 
to the users as well as to the non-humanoid robot he was enacting. This was perfectly in line with the 
study’s aim of exploring haptic interaction with embodied AI agents. The fact that this kind of WOz rig 
allows the interaction between the agent and the user to be in real-time, it has the potential to be 
configured for semi-structured, contextual scripts to sketch and prototype continuous human-AI 
interaction [1]. The magnet controller was not only mediating the manual actions performed on the 
robot above the wizard, but also conveying what the robot would feel in these moments of physical 
interaction and enabling the wizard to think through the artefact. The setup has also an influence on the 
wizard’s awareness of his/her own body, its abilities and limits, flexibility and responsiveness as well 
as its relation to other bodies, which opens an interesting space for exploring felt experiences of joint 
movement and touch [6]. As we saw in the study, such a setup offers the touch and tangibility not only 
as a medium to design for but also as a medium to design with and through, by proposing a responsive 
experimentation environment where both users and wizards can experience multiple dimensions of 
tangible interaction (tangible manipulation, spatial interaction, embodied facilitation, expressive 
representation) [7] in real-time. 

As future work, we plan to use the WOz rig this time in an overt setup where participants will be 
informed about the wizard’s presence right from the beginning. Performing as a wizard, the researcher 
will be doing open-ended and transparent collective sketching with designers and domain experts to 
explore AI entities’ agentive qualities and expressive movements. In connection to this, one potential 
of the WOz rig is configuring the robot to record a log of emerging interactions during these exploratory 
sketching sessions and use them as a resource to inform the design and implementation of expressive 
movements for an embodied agent, which could be used for further testing in real-life situations. 
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