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Abstract
Since the large amount of textual data on the web, traditional information retrieval and query expansion
techniques such as pseudo-relevance feedback are not always helpful to optimize the retrieval process.
In this paper, we study the use of term relatedness in the context of query expansion with an hybrid
approach based on linguistic resources and word embeddings such as the distributed neural language
model word2vec. We perform experiments on Cystic Fibrosis Database. Obtained results are more robust
than the baseline research system.
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1. Introduction

Information Retrieval System (IRS) has attracted an increasing research attention with the
proliferation of web data. The major challenge of the IRS is to return relevant documents that
meet user’s need (even they do not contain the query terms) and reject irrelevant documents
(even they contain the query terms). Query expansion becomes an important task to ameliorate
IRS results. Query Expansion methods based on Pseudo Relevance Feedback (PRF) are widely
used and rely much on the assumption that the top ranked documents in the initial search
are relevant and contain good terms for query expansion [1]. This assumption is not always
checked. To overcome this limitation, it will be needed to define semantic relatedness between
terms either by using linguistic resources either by using statistical methods in order to select
relevant terms [2, 3, 4, 5, 6, 7].
Several semantic resources have been proposed, making it possible to model domain knowledge
such as dictionaries, taxonomies, ontologies and thesaurus. For statistical methods, we focus in
this paper on word embeddings which is a mapping that associates each word in a document
collection to a vector representation with a size is significantly lower than the size of the
vocabulary of the document collection [8, 9, 10]. By adding the original query with the expansion
words derived from word embeddings, we could better present the users information need in
specific topic.
The remainder of this paper is organized as follows. In section 2, we present a literature review
of the different works to determine semantic relationships by hybrid approaches.
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In section 3, we focus on describing details of the proposed hybrid approach in the query
expansion process.
In section 4, the evaluation process is presented and discussed. We draw at the end the conclusion
and outline future works in section 5.

2. SEMANTIC RELATIONSHIPS BY HYBRID APPROACHES

Defining semantic relationships between terms has become a primary task in order to improve
the performance of IRS [11, 12]. Several works have been proposed, can be classified into
three main categories: those which are based on external semantic resources such as ontolo-
gies,thesaurus . . . , those which are based on methods based on the content of documents using
statistical measures [13] and hybrid approaches combining these first two categories.
In this section, we focus on defining semantic reationships by hybrid approaches.

Works using hybrid approaches:

Hybrid or mixed methods integrate both knowledge from a corpus of documents and external
semantic resources are widely used to detect and evaluate semantic relationships.
In [11], the authors combine the results obtained by the method based on external semantic
resources and the method based on the content of returned documents to define semantic
relationships between terms.
In fact, for the first method, the system determines the terms that are related to the term of the
initial query using the WordNet thesaurus which is a lexical database [14] developed by a team
of experts from the cognitive science laboratory.
It is the most famous lexical resource in the English language.
The terms in this database are organized as sets of synonyms that represent concepts called
synsets [15, 16]. Each synset represents a specific meaning of a word. Generally, each term can
be associated with one or more synsets (polysemy). These are classified by several types of
semantic relations (hyponymy, hyperonymy, meronymy and Holonymy).
Figure 1 shows a graphical visualization of the word "Calcium" in WordNet 1

In [17], authors explore the Skip-gram model to determine the semantic relationships be-
tween medical concepts. Unlike the traditional Skip-gram model which allows the creation
of distributed vector representations of words, the model proposed in this study exploits the
distributed representations of UMLS concepts extracted from medical corpora, including clinical
records and abstracts from medical journals.
The proposed system attempts to determine which terms are related by applying the context
method. They collect snippets containing the first term searched by the search engine. Then
they determine a context around these terms, replacing the term sought by the second term.
Finally, they assume that the two terms are synonymous if there is no change of context.

The authors of [18] extend the CBOW model to learn distinct representations of different
meanings of a term by aligning them to terms in the WordNet database. For this, a revised

1http ://www.snappywords.com/



Figure 1: Graphical visualization of the word "Calcium" in WordNet

architecture of the CBOW algorithm is proposed which allows to jointly learn in the same space
both the term and the different associated candidate senses.

In [19], authors propose a hybrid approach using two different sources: the UMLS model
and the word2vec word vector model.
They use the natural language processing tool 𝑐𝑇𝐴𝐾𝐸𝑆 to identify medical concepts present
in a query using UMLS. They explore embedded words using the Skip-gram architecture to
find the two closest terms in the original query. The size of the vector was set at 1000 and a
vocabulary of 25,469 vectors were included in this model.

In [20], authors propose a method making it possible to link the terms used by patients extracted
from the forum on “cancerdusein.org” to those used by professionals in the medical field in a
vocabulary devoted to breast cancer developed by the ’National Cancer Institute INCa.
The originality of this approach is to use texts written by patients (PAT) collected on forums, to
build a consumer health vocabulary (CHV) in French. In fact, this method is structured in six
steps:



- Constitution of the corpus:
Use of the "cancerdusein.org" forum on breast cancer, where most of its members are
patients or their loved ones. This forum facilitates the sharing of information with other
patients.

- Extraction of the candidate terms:
Using the BioTex [21] tool to search for corpus terms that belong to the medical domain
to obtain a set 𝑇 = 𝑡1, · · · , 𝑡𝑛.

- Spelling correction:
This step corresponds to correct the spelling of all 𝑡𝑖 ∈ 𝑇 terms using Aspell software
in order to obtain a set 𝑀 = 𝑚1,𝑚2, · · · ,𝑚𝑘, where 𝑘 is the number of correction
proposals for a term 𝑡𝑖.
The Levenshtein distance is used to compare the term 𝑡𝑖 and 𝑚𝑗 , choosing only terms
with a distance to 𝑡𝑖 less than or equal to 2.

- Abbreviations:
In the same way as the previous step, they seek in the whole set 𝑇 those which correspond
to the abbreviations by adapting the Carry padding algorithm to using a list of common
suffixes used in the biomedical field.
For a term 𝑡𝑖 belonging to 𝑇 , we obtain a set 𝐴 = 𝑎1, 𝑎2, · · · , 𝑎𝑘, where 𝑘 is the number
of proposed abbreviations included in 𝐼𝑁𝐶𝑎.

- Similarity between two terms:
In this step, the authors determine the similarity between terms by using 3 methods:
— Consider a semantically structured resource (𝑊𝑖𝑘𝑖𝑝𝑒𝑑𝑖𝑎).
- Consider the co-occurrences of terms from documents indexed by the Google search
engine (standard Google similarity).
— Consider co-occurrences in patient messages using the Jaccard measurement.

- Formalisation in SKOS:
Finally, the authors use the relationships obtained in the previous steps to create a SKOS
ontology (Simple Knowledge Organisation System). This ontology associates an INCa
term with the different terms of the patient: preferential terms are used to define the term
MeSH representing the expert term, alternative terms are used to represent abbreviations
and hidden terms are used to represent spelling errors.
In fact, this method is applied to the field of breast cancer and experienced for the French
language, but it can be applied to many other areas and can be adapted to other languages.

Hybrid approaches represent a compromise between language approaches in using knowledge
bases and other statistics.
The latter exploits the precision of linguistic approaches and the robustness of statistical
approaches. By comparing them with statistical approaches, hybrid approaches are faster and



more independent. The use of language resources at the level of hybrid approaches, makes it
possible to obtain results more satisfying the needs of users.
Indeed, the intervention of linguists makes it possible to reduce the noise that can be generated
by statistical approaches.

3. Semantic relationships in the query expansion process

IRS have envolved with the appearance of Semantic Web and aim to exploit semantic relation-
ships between terms in order to enrich the user’s initial query. To ameliorate the user’s query,
we integrate defined semantic relationships between terms by our proposed hybrid approach in
the query expansion process based on the pseudo relevance feedback technique (PRF).

Hybrid definition of semantic relationships: MeSH + Word2Vec:
In this subsection, we present the combination between the liguistic definition and the statistical
definition of semantic relationships. Thus, the study of defined relationships is based on the
following assumption: first, we search from MeSH thesaurus, synonyms for terms in the initial
query (liguistic definition). Then we define their vectors representation (see figure 2) resulting
from the Skip-gram algorithm (statistical definition).

Figure 2: Vectors representation

Afterwards, we measure the semantic similarity between them by calculating the cosine
between their corresponding term vectors.
Finally, we take only 𝑘 first terms that have the largest cosine values to define a word bag for
the query expansion process.



3.0.1. Semantic relationships with Mesh

Define semantic relationships between terms is paramount to improve user’s queries and search
quality. In our case, we try to find synonymy relations between terms of the initial query and
MeSH thesaurus concepts with three methods:

• scopeNote method: Method based on concepts descriptions extracted from the MeSH
thesaurus. Indeed, for each term in the initial query, we select its description which
represents the medical definition of term.

• termList method: Method is based on the list of associated terms (TermList). This method
try to select synonymous terms that are semantically linked to terms of the initial query.
- If a term of the initial query is a MeSH concept, we take the list of synonymous terms
linked to this concept.
- If a term of the initial query is a MeSH term, we take its parent concept.

• fusion method: This third method is to mix the two previous methods. Indeed, we choose
to use this method to add more semantically related terms to the context of initial query.

3.0.2. Semantic relationships with Word2Vec

The Word2vec model proposed by [8], is based on an neural network to learn vectors terms
representations and to detect synonymous terms or suggest additional terms [9].
Word2vec is a group of related models that are used to produce word embeddings.
This model is based on a simple neural architecture and computational simplifications through
mathematical expressions, allowing the exploitation of a very large amount of textual data to
learn them. Indeed, Word2vec takes as its input a large corpus of text and produces a vector
space for each unique word in the corpus.
This model has different parameters, the most important of which are:
- The choice of the learning model (1 for the Skip-Gram model and 0 for the CBOW model)[8].
- The dimension of the vector space to be constructed: it represents the number of numerical
descriptors used to describe terms in the corpus.[8].
- The size of the context window of a term: it represents the number of terms surrounding
the word in question (authors in [8] suggest using contexts of size 10 with the Skip-Gram
architecture and 5 with CBOW architecture).

In our case, we have trained word2vec model using the gensim library [22]and the Skip-Gram
architecture. The basic idea of the Skip-Gram architecture is to use the current word in order to
predict the surrounding window of context words. The skip-gram architecture weighs nearby
context words more heavily than more distant context words.
For example, if we have a vocabulary represented by this set of words (pseudomonas, aeruginosa,
infection, cystic, fibrosis), and the target word is "infection".
The Skip-Gram architecture is as follows (see figure 3):
As input layer, we find the target word "infection" with its binary representation 𝑋 whose
length is equal to 5 (the size of the vocabulary in this example).



As output layer, we find four binary vectors corresponding to the words of the context: “pseu-
domonas”, “aeruginosa”, “cystic”, “fibrosis”.
The projection layer (hidden layer) ℎ is represented by the weight matrix 𝑊 which rows present
words in a vocabulary and columns present hidden neurons. Before training step, the 𝑊 matrix
is initialized with small random values.
We can calculate a score for each word of the vocabulary which represent a correspondence
measure between the context window and the target word. This score is calculated by the scalar
product between the predicted representation and the target word representation.
Subsequently, we use the hierarchical Softmax activation function to determine which words
are similar to the target word. This prediction is then corrected using backpropagation for each
words in the context window.
Indeed, we use backpropagation to find the optimal weights of a neural network. These weights
make it possible to minimize the loss function by applying the gradient descent algorithm.
This backpropagation makes it possible to correct the global matrix by bringing words of their
respective contexts. Finally, vectors resulting from the learning step are used to define semantic
relationships.

4. Evaluation

We explored the effectiveness of our proposed method on the standard ad-hoc task using a
𝐶𝑦𝑠𝑡𝑖𝑐𝐹 𝑖𝑏𝑟𝑜𝑠𝑖𝑠 2 database of arround 1000 Documents. The evaluation model of search system
is based on the evaluation model of the Cranfield project.

4.1. Cystic Fibrosis Database

The Cystic Fibrosis Database (CF) is composed of 1239 documents discussing Cystic Fibrosis
Aspects, and a set of 100 queries with the respective relevant documents as answers. Documents
in this collection focus on cystic fibrosis disease. They present the symptoms, diagnoses, and
treatments of this disease.

4.2. Results

We have proposed an hybrid approach to define semantic relationships between terms in order to
improve search results. Our approach based on the combination between the liguistic definition
and the statistical definition of semantic relationships. Since, relationships are defined, we try
to they exploit in the expansion query process.
We present results for retrieval experiments in Table 1 for both methods of semantic relationships
definition.

We find from these results that better results are obtained when to use scopeNote and termList
to define semantic relations for linguistic method, and the Skip-Gram model using the Softmax
activation function for statistical method.
In order to improve the results obtained, we combined the linguistic method (fusion) with the

2https://people.ischool.berkeley.edu/ hearst/irbook/cfc.html



Figure 3: skip-Gram architecture

statistical method (Skip-Gram) to define semantic relationships and subsequently integrate
them into the expansion process. We add only related terms to the initial query based on the
first 5 returned documents by adopting the Pseudo Return of Relevance (PRF) technique.
Table 2 shows obtained results before and after query expansion.
In order to check and validate the influence of using defined semantic relations on the perfor-
mance of our IRS, we use student test tool [23] whose p-value is less than or equal to 0.05. This
tool allows to compare the means of two groups of samples. This validation is indicated by
(*) for obtained results in table 2. We note from obtained results in table 2, an improvement
of recall and precision with a relevance rate equal to 11.23%. (According to [24], from 5%



Table 1
Obtained Results

MAP (Mean Average Precision) Recall

Liguistic Method

ScopeNote 0.0867 0.3268

TermList 0.0947 0.3396

Fusion (ScopeNote+ TermList) 0.1008 0.3409

Statisticall Method

Skip-Gram + Softmax 0.0990 0.3706

Skip-Gram + negative sampling 0.073 0.3365

CBOW + Softmax 0.0686 0.3220

CBOW + negative sampling 0.0685 0.3154

Table 2
Obtained results

System system with expansion

Retrived documents 4786 4786

Pertinent Retrived documents 1637 1738

MAP 0.1406 0.1564*
Recall 0.3420 0.3631

improvement or relevance rate, we can consider that the system with expansion is better than
the base system).
The appearance of the recall/precision curve for the 100 queries from the Cystic Fibrosis
Database is presented in figure 4, which corresponds to the precision at 11 recall points. To
better check the performance of our serach system, we used student’s t-test [23] and we obtained
a significant result with 𝑝 < 0.004 < 0.0

5. Conclusion and future works

We present in this paper an hybrid query expansion using linguistic resources and word embed-
dings. Indeed, we try to define semantic relationships between terms based on the combination
between the linguistic definition (MeSH) and the statistical definition (Skip-Gram). We look for
synonymy relations between terms in the initial query and concepts of MeSH thesaurus. Then,
we apply an artificial neural network to learn a continuous vectors representation of words
which will be able to capture semantic relations.
Experiments performed on Cystic Fibrosis Database show that the query expansion process



Figure 4: recall/precision curve

improves retrieval results. As future work, we will try to perform experiments on large databases.
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