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Abstract
Nowadays, online reviews are the main source to customer opinions. They are especially important in the
realm of e-commerce, where reviews regarding products and services influence the purchase decisions
of customers, as well as the reputation of the commerce websites. Unfortunately, not all the online
reviews are truthful and trustworthy. Therefore, it is crucial to develop machine learning techniques to
detect review spam. This study describes EUPHORIA – a novel classification approach to distinguish
spam from truthful reviews. This approach couples multi-view learning to deep learning, in order to
gain accuracy by accounting for the variety of information possibly associated with both the reviews’
content and the reviewers’ behavior. Experiments carried out on two real review datasets from Yelp.com
– Hotel and Restaurant – show that the use of multi-view learning can improve the performance of a
deep learning classifier trained for review spam detection.
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1. Introduction

In the last two decades, the widespread diffusion of customer reviews has raised the risk of review
spam attacks towards several commerce websites (e.g., Amazon.com, Yelp.com). Customer
reviews are user-contributed consumer opinions posted to commerce websites and originated
from the users’ experiences regarding specific products or services. They represent the most
valuable source of information that can be used to determine the public opinion on the reviewed
products or services. In fact, customer reviews are one of the primary factors in a customer’s
decision to purchase a product or service [1]. Furthermore, there are increasing efforts to
incorporate the rich information embedded in reviews into the process of user modeling and
recommendation generation or justification [2, 3]. On the other hand, as anyone can easily
produce opinions and post fake reviews, i.e., spam reviews, to social media with no constraints,
certain product vendors or service providers may abuse this situation to promote their products
and services, or to criticize their competitors unfairly. Due to the real risk of review spam
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attacks, developing effective review spam detection approaches is a crucial task to secure the
reliability of online opinions. Today, distinguishing spam reviews from truthful (non-spam)
reviews is a challenging task that attracts growing attention in the machine learning community,
since it is difficult, if not impossible, to recognize fake reviews by manually reading their content
[4].

Although content features are widely investigated in the review spam detection literature,
several studies assess that a purely content-based approach is not sufficient to train a review
spam classifier with adequate accuracy performance [5, 4]. The emerging research trend is to
improve the accuracy of review spam classifiers by taking additional features into account. These
features include the review’s post date/time, the behavior associated with the review’s writer,
and the deviation from other reviews concerning the same product or service [6]. Coupling
review content features with reviewer behavioral features has proven to be more effective than
using each type of feature alone [5, 4].

In this paper, we investigate the effects of jointly performing supervised learning on both
content and behavioral features for the task of review spam detection. We define a novel review
classification approach, named EUPHORIA (nEural mUlti-view aPproacH fOr RevIew spAm)
that couples deep learning with multi-view learning, in order to elaborate knowledge pertaining
to both the review content and the reviewer behavior. With regard to the feature extraction
technique, we employ word embedding models used to derive a feature vector representation of
the review content. This step is performed to capture complex global semantic information that
is hidden in reviews and difficult to express using traditional bag-of-words features. In particular,
we explore the performance of two word embedding models of the review content, namely
Word2Vec [7] and BERT [8], and a temporal-aware representation of the reviewer behavior.
In addition, we identify a set of behavioral reviewer features, based on the related literature,
that can aid in enhancing the performance of the review content-based classification. Another
distinctive characteristic of the proposed solution is that, with regard to the classification
technique, we adopt a combination of deep learning and multi-view learning. In fact, we handle
both content and behavioral features as multiple views of the same review corpus and propose
a deep neural network architecture to learn an accurate classification model to distinguish spam
reviews from non-spam reviews. Specifically, we train a multi-input neural network that is
able to share knowledge among review content-based and reviewer behavior-based views. This
architecture allows us to gain in classification performance. The original contributions of this
work is reported in [9].

The paper is organized as follows. Section 2 illustrates the related work. Section 3 presents
the proposed EUPHORIA approach. Section 4 describes the data collections processed in
the experiments, the experimental setting and the relevant results. Finally, Section 5 draws
conclusions and outlines the future directions of this work.

2. Related work

Several supervised approaches are formulated in the machine learning literature to distinguish
spam reviews from non-spam reviews [4, 10]. The seminal studies in [11, 12] started the
investigation of the review spam detection task in the context of product reviews. Starting



from these studies, many researchers have investigated the performance of several feature
representation models adopted to describe structural properties of review content or delineate
behavioral characteristics of reviewers. In particular, state-of-the-art approaches for review
spam detection can be categorized into two main groups: methods based on features created
from the review content and methods based on features created on the reviewer’s behavior
[13]. Content-based approaches extract features based on the review text. The majority of
content-based approaches adopt the traditional bag-of-words model, which represents text
as sets of words, ignoring their order. However, recent studies have started to explore word
embedding models that allow us to overcome the limitations of the bag-of-words model by
capturing complex global information contained in the text. For example, TopicSpam [14]
uses the Latent Dirichlet Allocation (LDA) algorithm to identify slight differences between
the distribution of the keywords in the spam and non-spam reviews. More recently, large
pre-trained models have been employed for this task. An example of such model is BERT [8], a
powerful Transformer-based encoder model trained to generate a bidirectional representation of
text. BERT has already been proven to be successful in a variety of NLP tasks. The application
of BERT on the review spam detection task has been studied in [15], which aims to capture the
semantic relevance in the review’s sentences. The experimental results reported in this study
show that BERT can generate a text representation with richer content information compared
to traditional text representation approaches based on bag-of-words/n-gram features.

Behavior-based approaches focus on studying the behavior of the reviewers, rather than
analyzing their reviews as individual units [13]. Starting from the seminal study of [6], various
behavioral features (e.g., maximum number of reviews per day, percentage of positive reviews,
total number of reviews for a reviewer, content similarity) have been studied to improve the
classification performance achieved with content features. A recently emerging research trend
has combined the two approaches, improving the performance of classifiers trained to detect
spam reviews [11, 13, 16, 17]. For example, in [16], both content features (e.g., uni-gram, bi-
gram, similarity scores with other reviews) and behavioral features (e.g., authority score of a
reviewer, rating deviation score) are analyzed for the review classification. Classification with
both behavioral features and content features has been recently investigated also in [13] and
[17].

Finally, few recent studies have shown the superiority of deep learning approaches compared
to traditional classification methods in several problems of review spam detection [18, 19, 20].
In [19], a Recurrent Neural Network with Attention mechanism (GRNN) is trained to capture
the non-local information over sentence vectors. In [18], a deep learning-based approach is used
to learn a document-level representation to identify spam reviews. In particular, the approach
combines Word2Vec and Convolutional Neural Networks in order to learn the representation of
the reviews, and extract higher-level n-gram features of the review content. A Bi-directional
LSTM is finally used for the review classification. Thework in [20] uses word embeddings trained
on a large Amazon review dataset using the Continuous Bag-of-Words (CBOW) algorithm,
and trains a model that combines Convolutional Neural Networks and Gated Recurrent Neural
Networks.

Even though recent literature in review spam detection strongly suggests that the analysis
of the reviewer behavior covers a crucial role in improving review classification performance,
prior studies exploring deep learning methods for review spam detection are mostly limited to



FC
 L

ay
er

D
ro

po
ut

C
on

ca
te

na
te

BERT

One of the best hotels I've
staid at.  Cool rooms and
awesome lakefront view. 

Threw a New Years party in
one of their suits.

FC
 L

ay
er

D
ro

po
ut

FC
 L

ay
er

D
ro

po
ut

FC
 L

ay
er

Em
be

dd
in

g 
Ve

ct
or

Review

Reviewer 

Word2Vec

Behavior 
Profiling 

Em
be

dd
in

g 
Ve

ct
or

Be
ha

vi
or

al
 F

ea
tu

re
s

Multi Input
NN 

Feature
extraction 

Figure 1: Schema of EUPHORIA. Abbreviations: FC = fully-connected.

processing the review content.

3. Proposed method

EUPHORIA uses the multi-view learning approach in order to detect fake reviews more ef-
fectively, by exploiting multiple (overlapping) views of the data. In our approach, each data
view is represented as a distinct feature vector, which is then processed by the multi-input
neural network. Currently, the model supports three different data views, two related to textual
features (Word2Vec and BERT), and one related to behavioral features. Both Word2Vec and
BERT are used to extract text-centric features from text. The two techniques represent to
different views of the textual data, which focus on different aspects of the review text

Word2Vec is one of the first attempts to learn dense and continuous textual representations in
the form of a numerical vector, which describes the meaning of a particular word. The meaning
of a specific word is derived from the context that the word appears in, i.e., the words that
commonly co-occur with it. To represent a sentence or a paragraph, word embeddings are
combined through an aggregation function, where the representation of a review is obtained
by averaging the word embeddings of all tokens contained in that review. For the purposes of
this study, we decided to train a new set of word embeddings using Continuous Bag-of-Words
(CBOW) algorithm. In the CBOW algorithm, a feed-forward single-layer neural network is



trained to predict a specific word, given a set of history words (which precede the word to be
predicted) and a set of future words (which follow the word to be predicted). The size of the
context window, i.e., the number of history and future words given as input is considered as a
hyperparameter With these embeddings, we are able to obtain a more domain-focused view of
the text data, which we can use to identify patterns that are specific to the review domain.

It is important to note that while the meaning of each word depends on its context (co-
occurring words), the embedding of a specific word computed with Word2Vec does not change
depending on the sentence the word appears in. This can cause problems with polysemous
words, which have multiple meanings. Contextualized word embeddings may overcome this issue
by adding the ability to produce different vector representations for the same word, based on
the context of the entire sentence. BERT [8], that stands for Bidirectional Encoder Representation
from Transformers, is a state-of-the-art pre-trained model for generating contextual representa-
tions of text. In particular, BERT is based on the bidirectional Transformer architecture [21],
which features an encoder and a decoder with several multi-head attention layers. Due to its
bidirectional and contextual nature, BERT can encode the meaning of an entire sentence/para-
graph in a single vector. The vector representation of a sentence was constructed by using the
final hidden state of the special classification (CLS) token, which is the common approach for
representing sequences of text for classification purposes with BERT [8]. Finally, the vector
representation of the entire review was obtained by averaging the vectors of each sentence.

Finally, we calculated six behavioral features, which represent the profile of the reviewer over
the course of time. These features are reviewer-centric, as they consider all the reviews written
by the reviewer in the specified time range.

The reviewer profile includes the following behavioral dimensions:

• Maximum Number of Reviews per Day (MRD), that measures the maximum number of
reviews that the reviewer 𝑢 has written in a single day up to the current time 𝑡. A reviewer
who writes a large amount of reviews in a single day can thus be a potential threat.

• Positive Ratio (PR), that is the percentage of positive reviews written by a reviewer up to
the time 𝑡. Specifically, we consider a review as positive if its rating is higher than 3 out of
5.

• Average Review Length (ARL), that is the average length of the reviews (number of words)
written by 𝑢 up to the time 𝑡. It has been noted that fake reviews tend to be generally
shorter than legitimate ones.

• Reviewer Deviation (RD) that is defined as the absolute difference between the average
rating obtained by the item, and the rating that 𝑢 has assigned to the same product. In
fact, it has been observed that the ratings of fake reviews tend to deviate much more
frequently from the average rating.

• Average Review Similarity (ARS), that measures the similarity of all reviews written by 𝑢
up to the time 𝑡. The idea is to detect reviewers who use templates to write large amounts
of reviews, which will be similar in both syntax and meaning.

• Maximum Review Similarity (MRS), that measures the maximum similarity between
the current review 𝑟 and the reviews previously written by the same reviewer 𝑢. The
similarity is again calculated as the cosine between the Word2Vec feature vectors of the



Table 1
Statistics on reviews and reviewers collected in Hotel and Restaurant datasets

review/reviewer Hotel Restaurant

Spam reviews (target service) 779 8301
Non-spam reviews (target service) 5078 58716
Spam reviews (every business) 267453 326979
Non-spam reviews (every business) 420785 461490

Reviewers 5123 16941

two reviews. Similarly to ARS, MRS can be used to detect reviewers that use standard
templates to generate fake reviews.

4. Empirical evaluation and discussion

We evaluated the accuracy performance of the proposed approach by performing several
experiments on two benchmark review datasets. These experiments aimed to investigate the
achievements of the multi-view learning approach, as well as the accuracy performance of
the deep learning architecture. The datasets are presented in Section 4.1. The implementation
details of the trained neural network architecture are reported in Section 4.2. The experimental
setting is described in Section 4.3, while the results are discussed in Section 4.4.

4.1. Data

Obtaining gold standard datasets for detecting spam review is a challenging problem. Due to the
large amount of reviews online, manual labeling for ground truth reviews is complex and costly.
In our study, we consider two datasets from Yelp.com, which are first used in [6]. Yelp.com is a
well-known large-scale online review site that provides labeled datasets for the evaluation of
review spam detection approaches. The two datasets, namely Hotel and Restaurant, contain
reviews across 85 hotels and 130 restaurants, respectively, in the Chicago area. T Both datasets
collect reviews for the target services of this experimental study, i.e., hotels and restaurants, as
well as reviews obtained from the reviewers’ profile pages for any product or service that they
wrote a review for. In this study, we classify reviews of hotels and restaurants separately, as
any domain has specific characteristics to take into account for review spam analysis.

However, we also investigate the performance that we can achieve by integrating the user
profile with reviews coming from other domains. Dataset statistics are reported in Table 1. The
class distribution is imbalanced in both datasets.

4.2. Implementation details

EUPHORIA was implemented in Python 3. In particular, the multi-input neural network
architecture was realized using the high-level neural network API Keras 2.4 with TensorFlow as



Table 2
Hyper-parameter search space for the multi-input neural network

Hyper-parameter Values

Mini-batch size {24, 25, 26, 27, 28, 29 }
Learning rate [0.0001, 0.01]
Dropout [0,1]
# of neurons per hidden layer {26,27, 28, 29 }

back-end. For each dataset, we performed automatic hyper-parameter optimization using the
tree-structured Parzen estimator algorithm, as implemented in the Hyperopt library.1 Hyper-
parameter optimization was performed by using 20% of the entire training as a validation set.
We selected the configuration of the hyper-parameters that achieved the lowest validation set
loss. The hyper-parameter search space is reported in Table 2. The standard Rectified Linear
Unit (ReLU) was selected as the activation function for each hidden layer, while for the last
layer the softmax activation function has been used. The neural network was trained with
mini-batches by back-propagation, while the gradient-based optimization was performed using
the Adam update rule

To preprocess of the text of each review, we adopted the Natural Language Toolkit (NLTK),
a suite of libraries for natural language processing for English language 2. The Word2Vec
algorithm adopted in the proposed method is included in the Gensim library 3. Finally, we
used the existing implementation of BERT offered by the Transformers library4, which was
pre-trained on a large corpus derived from the Toronto Book Corpus and Wikipedia.

4.3. Experimental setting

For each dataset, reviews were sorted according to their post date/time. The first ordered 80%
of reviews were used as training set, while the remaining 20% of the reviews were used as
testing set. The classification models were learned on each training set, and their accuracy was
evaluated on the corresponding testing set.

Notice that the experimental setting adopted in this study is different from the one commonly
adopted in the review spam detection literature, where training-testing splits are generated
randomly, therefore neglecting the post date/time of reviews. We believe that ignoring the
temporal ordering of the reviews might reduce the fairness of the evaluation phase, because
at test time the model may make use of information that was produced after the review had
been written, which would not normally be possible in a realistic scenario. Therefore, in the
validation and test sets, we update the values of the behavioral features for each review, based
on the order in which they were written. Really, at testing time the model can only access
information that was collected up to the post date/time of the current review. This setup also
correctly captures the behavior of reviewers, which naturally changes over the time as they

1https://github.com/hyperopt/hyperopt
2https://www.nltk.org/
3https://radimrehurek.com/gensim/models/word2vec.html
4https://huggingface.co/docs/transformers/model_doc/bert
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post new reviews. We measured F-score, G-mean and AUC-ROC to evaluate the accuracy
performance of the compared approaches.These metrics were measured by considering the class
“spam” as the positive class of the classification.

4.4. Results and discussion

The empirical validation was done to answer the following questions:

• To what extent each individual view influences the accuracy of the classification model?
(Section 4.4.1)

• Is a multi-input network more powerful than a single-input network? (Section 4.4.2)
• Is the analysis of reviews written on any domain helpful in improving the accuracy of
the spam classifier learned in the domain of a specific product or service? (Section 4.4.3)

• How does the multi-input neural network compare to recent review spam detection
methods that use traditional classification algorithms? (Section 4.4.4)

4.4.1. Data view analysis (Q1)

We analyzed how the knowledge enclosed in both the content and behavioral views can influence
the performance of EUPHORIA . To this aim, we performed an ablation study, where we
measured the accuracy of the following baselines of EUPHORIA :

• Word2Vec that elaborated content features extracted through Word2Vec.
• BERT that elaborated content features extracted through BERT.
• Behav that elaborated Behavioral features.
• Word2Vec + Behav that elaborated both Word2Vec features and Behavioral features.
• Word2Vec + BERT that elaborated both Word2Vec and BERT features.
• EUPHORIA (Word2Vec + BERT + Behav) that elaborated both Word2Vec and BERT
features, as well as Behavioral features.

The results collected in Table 3 show that the behavioral features convey the most relevant
information to detect fake reviews: Behav outperforms Word2Vec, BERT in both datasets. On
the other hand, content features extracted with Word2Vec and BERT disclose non-redundant
knowledge on the review text. In fact, the trained neural networks gained accuracy when the
content features extracted through bothWord2Vec and BERTwere processed jointly instead than
separately (Word2Vec + BERT outperforms bothWord2Vec and BERT). Finally, the main outcome
of this experiment is that the richer the processed information, the higher the learning ability
of the trained the accuracy of the learned multi-input deep neural network is actually improved
when both content and behavioral knowledge are taken into account. In fact, EUPHORIA
achieved the highest accuracy in both datasets.

4.4.2. Single-input versus multi-input analysis (Q2)

We continue the study of the effectiveness of the multi-view learning schema of EUPHORIA
by investigating the improvement achieved by learning a “multi-input” neural network. To



Table 3
F-score, G-Mean and AUC-ROC of EUPHORIA and its baselines. The best results are in bold.

Dataset View F-score G-mean AUC-ROC

Hotel

Word2Vec 0.030 0.126 0.504
BERT 0.076 0.205 0.514
Behav 0.580 0.809 0.809
Word2Vec+Behav 0.574 0.794 0.795
BERT+Behav 0.581 0.806 0.806
Word2Vec + BERT 0.175 0.340 0.535
EUPHORIA (Word2Vec + BERT + Behav) 0.592 0.813 0.813

Restaurant

Word2Vec 0.312 0.610 0.624
BERT 0.286 0.564 0.598
Behav 0.328 0.656 0.656
Word2Vec+Behav 0.334 0.665 0.665
BERT+Behav 0.368 0.691 0.691
Word2Vec + BERT 0.328 0.618 0.635
EUPHORIA (Word2Vec + BERT + Behav) 0.372 0.706 0.708

Table 4
F-score, G-Mean and AUC-ROC of Single NN and EUPHORIA . The best results are in bold.

Dataset Architecture F-score G-mean AUC-ROC

Hotel
Single NN 0.508 0.613 0.685
EUPHORIA 0.592 0.813 0.813

Restaurant
Single NN 0.318 0.594 0.622
EUPHORIA 0.372 0.706 0.708

this purpose, we considered a single-input baseline (denoted as Single NN) of EUPHORIA . For
Single NN, we first computed the feature vectors on the three distinct views (i.e., Word2Vec,
BERT and Behav). Then we concatenated the three feature vectors in a single input vector.
Finally, we processed the concatenated data as input of a single-input neural network trained to
learn the classification model.

Table 4 reports the F-score, G-mean and AUC-ROC of both Single NN and EUPHORIA. These
results show that the multi-input neural network of EUPHORIA can actually take advantage of
the richness of multi-view data. In fact, they confirmed that processing data of the individual
views though a multi-input architecture is more powerful than pre-concatenating these multiple
inputs and training a single-input neural network, whose performances are worsened by the
effects of the curse of dimensionality.

4.4.3. Multi-domain review analysis (Q3)

In the proposed approach, the classifier is trained to detect fake reviews written for a specific
domain of products or services (e.g., hotels or restaurants). However, the behavioral features can
be computed over time by accounting for reviews written by the same reviewer on a multitude



Table 5
F-score, G-Mean and AUC-ROC of EUPHORIA(B) and EUPHORIA . The best results are in bold.

Dataset Architecture F-score G-mean AUC-ROC

Hotel
EUPHORIA(B) 0.364 0.614 0.686
EUPHORIA 0.592 0.813 0.813

Restaurant
EUPHORIA(B) 0.340 0.678 0.684
EUPHORIA 0.372 0.706 0.708

Table 6
F-score, G-Mean and AUC-ROC of SVM, Ens-SVM and EUPHORIA . The best results are in bold.

Dataset Architecture F-score G-mean AUC-ROC

Hotel
SVM 0.530 0.779 0.779
Ens-SVM 0.445 0.688 0.705
EUPHORIA 0.592 0.813 0.813

Restaurant
SVM 0.351 0.704 0.692
Ens-SVM 0.349 0.685 0.687
EUPHORIA 0.372 0.706 0.708

of products. To evaluate the effectiveness of this choice, we formulated the counterpart (denoted
as EUPHORIA(B)) of EUPHORIA, which computed behavioral features by only using reviews
written in the target domain (i.e., only restaurant reviews in the Restaurant dataset, and only
hotel reviews in the Hotel dataset).

The results in Table 5 confirmed that the more the knowledge take into account to represent
the behavior of a reviewer, the higher the accuracy gained leveraging this knowledge to detect
spamming phenomena.

4.4.4. Deep learning analysis

Finally, we evaluate the effectiveness of the adopted neural network architecture for the consid-
ered classification task, by comparing the performance of EUPHORIA to that of competitors
with SVM as classification algorithm. In particular, we measured the accuracy of two SVM-based
competitors:

• SVM that concatenated the three feature vectors produced by Word2Vec, BERT and
Behav in a single input vector and processed the concatenated data as the input of a SVM
classifier;

• Ens-SVM that trained an ensemble of three separate SVMs trained from the three feature
vectors produced by Word2Vec, BERT and Behav, respectively, and used the ensemble
majority rule for the final classification.

The results in Table 6 show that the highest accuracy was achieved with EUPHORIA by
training a multi-input neural network. Notably, the main finding of this experiment is that



learning separate classifiers for each view performs worse than learning a single classifier by
concatenating all views together.

5. Conclusions

In this paper, we have illustrated a novel predictive approach for review spam detection, which
is able to take advantage of both content and behavioral characteristics possibly hidden in online
product reviews. In particular, we have proposed to process these multi-view data in their raw
format, leaving the task of sharing information (and consequently relationships) across multiple
views to the deep learning architecture. We have coupled a multi-view learning approach with
a deep learning architecture, in order to gain predictive accuracy from the diversity of data in
each view without suffering from the curse of dimensionality. The experiments performed on
two benchmark datasets confirm the effectiveness of the proposed approach. One limitation of
our methodology is the absence of an online learning phase able to periodically increment the
trained classification model as new reviews are recorded over time. In fact, the field of online
learning with deep neural networks is still mostly unexplored in the review spam detection
literature. An interesting avenue for future work is to explore further fine-tuning strategies,
which were recently explored in other tasks such as network intrusion detection [22].

Finally, we plan to investigate the use of graph embedding techniques, in order to dynamically
represent relationships between reviewers and products.
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