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Abstract 
The target of maritime ships is the key goal of maritime monitoring and war blows. In recent 
years, research using SAR images for marine target detection and surveillance has attracted 
great attention in the field of marine remote sensing, becoming one of the most important 
marine applications for SAR data. Whether it can quickly and accurately identify the tactical 
intention of the marine battlefield ship's goals, and provide support for the decision -making of 
the commander, which is greatly related to the success or failure of the battle. If the automatic 
monitoring system is maliciously attacked by monitoring data, it will cause significant 
monitoring errors in the SAR image ship detection model. Reducing the impact of interference 
data on the model is high in generalization of models and can process unknown data. However, 
the existing offensive data does not take into account the improvement of the general 
performance of the model itself. Therefore, we introduced a method that combines adversarial 
attack methods and data enhancement, so that the model has the ability to improve 
generalization while retaining anti -offensive capabilities.  
 
Keywords 
SAR image; ship target detection; noise; data enhancement; adversarial attack; 

1. Introduction 

Synthetic Pore Radar (SAR) is a two -dimensional imaging radar, which is very suitable for data 
sources for ship detection. The remote sensing monitoring system introduces deep learning models to 
improve the accuracy of detection, but data doping data seriously affects the performance of the model. 
The confrontation data that contains extra information with low disturbance rates may not affect 
humans.When deep learning network encounters malicious offensive data containing noise, the 
detection accuracy of the model will decrease, which will have a catastrophic impact on the detection 
system. 

In order to make the model perform well when entering the examples and normal data, many 
researchers have proposed many training methods. Many researchers have studied how to design 
offensive data for offensive models. Szegedy et al. [1] found that "confrontation data" was formed by 
adding extra information in the image, resulting in a serious and wrong image classification result for 
interference's machine learning models. Such an example is generated by algorithms, the purpose is to 
deceive the machine learning model. 

The working principle of FGSM [2] is to calculate the gradient of the loss function relative to the 
input, and to generate a sm-all disturbance by multiplying the selected small frequency ϵ by the gradient 
symbol vector: 𝑥ᇱ = 𝑥 + 𝜖 ⋅ 𝑠𝑖𝑔𝑛(∇௫ℒ(𝑥, 𝑦))                             (1) ∇௫ℒ(𝑥, 𝑦) is the first guide of the loss function to the input z. In deep neural networks, this can be 
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calculated through back propagation algorithms [3]. Under the constraints of the model, the gradient 
vector symbol is to maximize the input disturbance amplitude, which also enlarges the confrontation 
changes in the model. 

Other researchers put forward FGSM -based use iteration methods in subsequent studies：BIM[4][5]，
DDN[6]，MI-FGSM[7]. The core of all these methods is to increase the "blunt feeling" of the model 
and reduce the sensitivity to disturbance. However, the calculation time and the number of iterations 
are linear. It takes a long time to produce a strong interference to accumulate to make it. And many 
researchers are for the purpose of attack, and they have not considered whether such adversarial attack 
can help the model improve the generalization of the model. 

This study aims at the target of SAR images, and uses data to enhance means to inject data containing 
disturbing information into the model to improve the "blunt feeling" of the model. In addition, because 
of the basic and explanatory noise, the impact of exploration of noise on the model, in the research, 
finding a method of improving model stability and generalization. 

2. Materials and Methods 

For the target detection data of SAR images, you want to implement the noise enhanced data training 
model. Four important contents are: noise screening, noise attack method, Sensitive directional 
estimation and noise offensive enhancement. The overall generation process is as follows: 

2.1. Noise screening 

Artificial judgment SAR image ship's goal is more of the form and scattering. Some noise that cannot 
be detected by the naked eye cannot affect the effect of manual reading. However, this is not the case 
for deep learning models. In actual design, researchers hope that the accuracy of deep learning model 
recognition is high, but it also hopes that it can stabilize and generally not to be affected by noise. 
During the training, special enhanced data is needed, and the training data of the mixed standard is 
injected into the model to improve the blunt feeling of the model. Before that, choose a suitable noise 
[8]. The noise must meet several conditions: try to be closer to actual noise or simulate actual noise by 
simplicity, and the average noise is zero to ensure that the data after stacking noise is the same as the 
average value of the original data; after interference data, people cannot distinguish it. 

SAR image noise uses its probability distribution function and probability density distribution 
function, which comes from the quality of the environmental conditions and sensing components itself 
from the image acquisition. The main factor of the image noise during transmission is that the 
transmission channel used is contaminated by noise. It mainly includes the following: salt and salt noise, 
random noise and Gaussian noise. Considering the complexity and controllable interpretation analysis 
of salt and pepper noise and random noise, choose Gaussian noise as the basic data to enhance noise. 

2.2. Noise attack method 

The variables used below are: input sample X, training model f, and the confrontation sample 
generated by the gradient rising： 𝑋෠ = 𝜎 + 𝑋                                      (2) ‖𝜎‖ < 𝜖                                       (3) 

Where 𝜎  is disturbance. The confrontation data of the disturbance information is added to the 𝑓(𝑋෠) ≠ 𝑍 in the model. Compared with the model without confrontation data𝑓(𝑋෠) = 𝑍, the model 
performance is attacked. The performance of Model f depends on the target output of the opponent's 
target. 

 

134



2.3. Sensitive directional estimation 

The sensitive direction is estimated to be estimated to form the direction of strong offensive in the 
offensive sample, which is most likely that the direction of the final result determination of the target 
category changes. Model 𝑓 evaluates the sensitivity of changes in the characteristics of each input 
sample. We need to explore the sensitivity of the model to noise, and we need to join the disturbances 
that the human eye cannot detect. In order to achieve this effect experiment, the disturbance added to 
the original sample should be as small as possible. Assuming the number of use norm || · || Describe 
the differences between the points in the input domain, the confrontation sample in the model 𝑓 can 
be formally turned into the following optimization problem: 𝑋ᇱ = 𝑋 + 𝑎𝑟𝑔𝑚𝑖𝑛{ห|𝜑|ห: 𝑓(𝜑 + 𝑋) ≠ 𝑓(𝑋)}                   (4) 

For the research goals of this article, when the formula (4) 𝑓(𝜎 + 𝑋) ≠ 𝑓(𝑋), two cases are charged. 
One is the goal classification error (omissions or error). The other is that although the detection box 
detects the target, the detection box deviations are huge. The input component value of the data 𝑋 is 
added with the sensitivity value of these changes after the evaluation model 𝑓, which is a common 
method for changing sensitivity sensitivity. 

2.4. Noise offensive enhancement（NOE） 

The designer not only has a high accuracy of deep learning model recognition, but also hopes that it 
can be stable and generalized without being affected by noise. Then in the training, special enhanced 
data is needed, and the training data of the mixed standard is injected into the model to reduce the 
sensitivity of the model to noise. The enhancement method is mainly through reinforcement of noise. 
The noise in the actual environment of SAR images mainly includes salt and pepper noise, random 
noise and Gaussian noise. Considering the complexity and controllable interpretation analysis of salt 
and pepper noise and random noise, choose Gaussian noise as the basic data to enhance noise. The 
design process is as follows: 𝜂~𝑁(𝜇, 𝛿)                                  (5) ‖𝑥‖ଶ = ඥ(𝑥 − �̅�)ଶ = ඥ𝛿𝑗                          (6) 𝐸ൣฮ𝑋෠ − 𝑥ฮ൧ = 0                              (7) ∑ 𝜂௜ = ∑ 𝛿𝑗                                (8) 

Formula (5) is noise expression. During the experiment, multiple noise was sampled from the 
Gaussian distribution, and the condition was 𝜇 = 0. As shown in (6), the reason for the sampled noise 
is to ensure that the noise sample after the noise is added is the same as the average of the original 
sample. Then adjust the variance performance of the control sample by controlling the 𝛿 in the noise 
distribution parameter. At the same time as the offensive, the upper formula (3) constraints in the 
definition of the problem must be met, so as the formula (7), the noise of the design must meet the 
constraints. The 𝛿 value in the formula (6) will change with the number of iterations. Each noise meets 
the formulas (6) and (8). After ensuring optimization, multiple noise superposition still meets the 
constraints. ฮ𝑥 + ∑ 𝜂௃௝ୀଵ − 𝑥ฮ௣ < 𝜖                       (9) ฮ∑ 𝜂௃௝ୀଵ ฮ௣ < 𝜖                         (10) 

Follow the design to satisfy the formula (7) selection multiple groups to meet the noise of the upper 
formula (9) (10) distribution. When 𝑝 = 2, it is equivalent to ฮ∑ 𝜂௃௝ୀଵ ฮଶ = ඥ∑ 𝛿𝑗 < 𝜖 which is 𝛿𝑗 <𝜖ଶ . According to the adjustment of the adjustment square 𝛿  value according to the distracting 𝜖 
disturbance limit. 
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𝛿𝑗 = ఢమଶೕ                             (11) 

∑ 𝛿𝑗𝑱𝒋ୀ𝟏 = ചమ𝟐𝟏(𝟏ି 𝟏𝟐𝒋)𝟏ିభ𝟐 < 𝜖ଶ                    (12) 

Let's set the value of 𝛿𝑗 as shown in the formula (11). It can be seen from the formula (12) that after 
any number of iterations, the constraints are still met. At the beginning, the weight will be higher, and 
it will gradually decrease as iterations. Select the highest noise 𝜂௧  that allows the loss function 𝐿(𝑓(𝑥 + Δ𝑥), 𝑦). Its mathematical expression is: 𝜂௧ = arg 𝑚𝑎𝑥ఎ∈୿   ∈ 𝐿(𝑓(𝐼௧ିଵ + 𝜂), 𝑦௧)                    (13) 

In the formula (13), the maximum disturbance noise selection of the value of L. Through the above 
steps, the noise model of the effective offensive SAR ship detection model will be obtained. 

3. Results & Discussion 

Data for the SAR ship dataset enhances the use of widely used Yolov3 as the detection model in the 
offensive experiment. The abundant data of offensive scenarios SSDD [9] data set is used as an 
experimental set. Although multiple data sets are disclosed for the target of SAR image ships, the 
application of the data set is very different. It is difficult to have similar third -party datasets that can be 
used as verification sets of this experiment. In addition to the conventional detection model accuracy 
testing experiment, in order to fully detect the enhancement of the attack effect on the model, 
generalization experiments on the verification set are essential. In order to solve the above problems, 
the data is divided into 3 parts in the experiment: the first part of the 𝛼% data set is used as a training 
set, and 20% of the second part of the data is used as a test set, and the third part (100 − 20 − 𝛼)% 
data instead of third-party data Use 𝛼 ∈ (20,60) as a verification set.  

 

  
(A)                     (B) 

  
(C)                     (D) 

  
(E)                     (F) 
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(G)                     (H) 

Figure 1 The comparison of the detection effect before and after the offensive (A, C, E, G is the 
detection effect of the previous model, B, D, F, H is the model detection effect after the offense) 
 

Through cross -verification, multiple experiments are used to obtain persuasive data. It is known 
that the reduction of training data will have the accuracy of the model, but the data change trend of data 
on the test set and verification set is a more interested information. 

As shown in Figure 1, the experimental data shows the effect of increasing the effect of the model 
detection before and after the noise increases. Compared with the first two groups (A) (B) and (C) (D) 
data in Figure 1, the target offset and missed inspection occurred after the attack. The latter two groups 
(E) (F) and (G) (H) data clearly show that the target of the ship that can be detected can be detected, 
and the loss target and the bounding box change after increasing the noise can be detected. 

Test experiment data is divided into two parts: one is the comparison test of the noise enhancement 
of the offensive effect, and the other is the generalization effect comparison experiment. The former 
uses cross-validation training methods, 80%data is used as a training set, and 20%is used as a test set. 
The generalized experiment is the data allocation method of α%, 20%and (100-20-α)%of the validation 
set mentioned earlier.In the experiment, in order to ensure the balanced training data and verification 
data, 𝛼 = 40. Also obtain average data through multiple measurement. 

3.1. Noise enhanced offensive effect comparison test: 

Table 1 Different offensive methods comparison 
Attack Precision Recall SuccessRate mAP  
Original 97.02 97.62 0 97.88 
Random Noise 93.12 93.36 6.2 93.58 
FGSM 18.65 19.12 79.23 19.21 
NOE 19.04 19.57 79.46 19.32 

 
As shown in Table 1, we can see the impact effect of enhanced data NOE containing noise on the 

model. Our NOE offensive success is much higher than Random Noise, but it is lower than FGSM. 
FGSM is infinitely iterated, the offensive effect is better than our NOE method. 

 
Table 2 Different offensive methods Defense effect comparison 

Attack Precision Recall mAP 
FGSM 95.28 95.72 95.94 
NOE 96.01 96.57 96.68 

 
As shown in Table 2, the experimental process is to mix the noise enhancement data and the pure 

training data of the original data set as a training input into the model for defense training, and then the 
test is then for testing. It can be seen that the defense performance of the model is improved. 

3.2. Generalization comparison test 

In order to prove the generalization of the model on third -party data, the relevant generalized 
experiments are performed in accordance with the previous design. Related data is as follows: 
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Table 3 Test the detection effect of test sets during no defense training 
Attack Precision Recall mAP 
FGSM 12.12 12.23 12.36 
NOE 13.04 13.09 12.58 

 
As shown in Table 3, the model tests the test accuracy indicator obtained on the 20% test set in the 

α% dataset as a training set. Similar to the effect presented by Table 1, the accuracy and recall rate of 
NOE are slightly lower than FGSM. Because the training data becomes less, the various data indicators 
are low, but it does not affect the confrontation effect and the generalization of the model of our 
observation model. 

 
Table 4 Verification data test results during no defense training 

Attack Precision Recall mAP 
Original 78.62 78.82 79.02 

 
As shown in Table 4, the detection effect of the test model on the (100-20-α)%verification set. There 

is no verification set data for offensive training in the experiment. This set of data is used for comparison 
with the subsequent defense detection data. 

 
Table 5 Defense training verification data test results 

Attack Precision Recall mAP 
FGSM 78.63 78.83 79.03 
NOE 82.68 82.76 82.74 

 
As shown in Table 5, after defense training, the data performance effect on the verification set is 

verified. Compared with the data of Tables 4 and Table 5, we can clearly see that our NOE method has 
offensive effects, which is better than random noise, but worse than FGSM. However, the indicators in 
Table 5 are far more than FGSM, which proves that NOE's defense ability and generalization are better 
than FGSM, and have certain anti -interference capabilities. 

4. Conclusions 

For the characteristics of the target data of the ship in SAR images, the design can enhance the noise 
enhanced data method of the model "blunt feeling": the data that superimpies the noise. Compared to 
superimposed random noise, our data is more obvious on the training effect of the model. Compared 
with strong fighting offensive form FGSM, our offensive effect is slightly inferior and does not reach a 
particularly high offensive success rate. However, after we were screened to strengthen the data of the 
data mixed with the original training and training, the defense capacity of the model has been greatly 
improved, and the generalization has become stronger. Such a model can be closer to the actual 
detection environment and can give the ship target test results more stable. 
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