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Abstract
Neural networks are increasingly being used for dealing with complex real-world applications. Despite
their success, there are still important open issues such as their limited application in safety and security-
critical contexts, wherein assurance about networks’ behavior must be provided. The development of
reliable neural networks for safety-critical contexts is one of the topics investigated in the AIDOaRt
Project, a 3 years long H2020-ECSEL European project focusing on Artificial Intelligence augmented
automation supporting modeling, coding, testing, monitoring, and continuous development of Cyber-
Physical Systems. In this paper, we present an interesting safety-critical use case – related to the
automotive domain – from the AIDOaRt project. In addition, we outline the challenges we are facing in
bridging the gap between the scalability of state-of-the-art verification methodologies and the complexity
of the neural networks best suited for the task of interest.
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1. Introduction

Neural networks (NNs) are one of the most investigated and widely used techniques in Machine
Learning (ML) and have found successful application in many different domains across computer
science [1, 2]. However, despite their success, they still find limited application in safety and
security-critical contexts, wherein assurance about networks’ behavior must be provided. As
an example, a specific concern about the reliability of NNs is their vulnerability to adversarial
attacks [3], which are small variations of the inputs which cause unforeseeable changes in the
behavior of the neural network. This kind of vulnerability is both a safety (e.g., rain droplets on
the cameras causing a misclassification of a vehicle) and a security issue (e.g., minor modification
applied to a vehicle or road sign by a malevolent actor [4]) as we show in Figure 1. Automated
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Figure 1: Example of a real-life adversarial attack from [4]: small graffiti on a stop signal can easily
mislead a neural network to misclassify it as a speed limit.

formal verification — see, e.g., [5] for a survey — provides an effective answer to the problem of
establishing the correctness of the behavior of a NN and opens the path to their adoption in
safety and security-critical applications [6].
Indeed, the development of reliable NNs for safety-critical contexts is one of the topics

investigated by the team of the University of Sassari in the AIDOaRt1 Project [7, 8], a Key
Digital Technologies Joint Undertaking (KTD JU) project started on April 2021, involving 32
organizations grouped in national clusters from 7 different countries. The overall idea of
the project is to efficiently support the system engineering life-cycle, from requirements to
testing and deployment, including software design, coding, and verification. In particular,
AIDOaRt focuses on supporting the continuous development of Cyber-Physical Systems (CPSs)
via Artificial Intelligence (AI)-augmented automation. The AIDOaRt framework will enable
the observation and analysis of collected data from both runtime and design-time in order to
provide dedicated AI-augmented solutions, that will then be validated in concrete industrial
cases involving complex CPSs in domains such as railway, automotive, restaurants, etc.

The use of AI in general, andML in particular, is a key aspect of the AIDOaRt project. Different
AI-augmented capabilities will be provided, and to this intent, the AIDOaRt AI-augmented
Toolkit will be designed and developed in the context of the project in order to support additional
capabilities related to different CPS development tasks. The dissemination of such techniques in
a regulated industry can rapidly enable systems to decide and act in a more and more automated
manner, sometimes even without direct human control. As a consequence, this demands for a
responsible approach to ensure a safe and beneficial use of AI technologies. This approach has
to consider both the implications of (co)decision making by machines and related ethical issues.
Within AIDOaRt, one of the main challenges is ensuring that systems are designed responsibly.
The integrated core framework and AI-based solutions will be applied and validated in practice
in the context of the different AIDOaRt project use cases. At the end of the project, an industrial

1AI-augmented automation supporting modelling, coding, testing, monitoring and continuous development in
Cyber-Physical Systems



uptake of AIDOaRt results via developing real complex and large-scale CPSs is expected.
In this paper, we briefly present an interesting safety-critical use case from the automotive

domain and the challenges we are facing in bridging the gap between the scalability of state-of-
the-art verification methodologies and the complexity of the NNs best suited for the task of
interest. Section 2 briefly presents the relevant background and state of the art. In Section 3 we
present the Abinsula Use Case and, finally, in Section 4 we present the challenges we are facing
and our ideas on how to overcome them.

2. Background

2.1. Neural Networks

Neural Networks are machine learning models composed of interconnected computing units
called neurons. In a feed-forward network, the neurons are arranged in disjointed layers and
each layer is connected only with the following ones forming a direct acyclic graph (DAG).
Every layer of a NN performs specific computations on the inputs it receives from the previous
layers or, for the first layer of the network, from the outside. The number of neurons in a layer
or, more in general, in a network is directly correlated with the complexity of the computations
carried out by it and it is often used to formally define such complexity. As an example, two
of the most commonly used kind of layers are linear and activation layers: linear layers apply
an affine transformation 𝑓 (𝑥) = 𝐴𝑥 + 𝑏 to their input tensor 𝑥, whereas activation layers
apply element-wise a specific (usually non-linear) function 𝑓 (𝑥) = 𝜎(𝑥) to it. Another kind of
frequently used layer is the convolutional one, which has been especially successful when used
in architectures applied in computer vision tasks. The idea behind the convolutional layer is to
analyze the input images using a set of perception filters (also known as feature maps) which
can be learned from the data.

2.2. Verification

Formal verification aims to guarantee that NNs satisfy stated input-output relations and in the
last decade several verification methodologies have been proposed for different specifications
and architectures [9, 10, 11, 12, 5]. In general, verification methodologies can be divided into
two categories: complete and incomplete. Complete verification algorithms [13, 14, 15, 16, 17]
leverage technologies like Satisfiability Modulo Theories (SMT) and Mixed Integer Linear
Programming (MILP) solvers or methods like branch and bound (BnB) to provide a definitive
answer on the compliance of the NN to the property of interest, at the price of a greatly increased
computational complexity. Conversely, incomplete verification algorithms [18, 19, 20, 21, 22]
leverage methods like abstract interpretation and bound propagation to provide an answer
subject to a degree of uncertainty: in particular, when an incomplete method is unable to certify
that a network satisfies the property of interest it is in doubt if the property is violated or if the
precision of the verification methodology was not good enough. Whereas when an incomplete
algorithm produces a positive result regarding the satisfaction of the property, it is certain that
the network behavior is compliant with it. This degree of uncertainty is in exchange for a greatly
reduced computational complexity. It should be noted that, in recent times, many verification



tools began to combine complete and incomplete algorithms to enhance the scalability of the
firsts and the precision of the seconds.

3. Safety critical systems in the automotive domain using
disruption technology

The technologies developed within the AIDOaRt project will be applied and evaluated on
different 15 industrial use cases (UCs), including the one related to the automotive domain
proposed byAbinsula Srl, a company based in Sassari (Italy) that provides innovative Information
and Communication Technology (ICT) solutions worldwide 2.

Modern cars are connected systems that acquire inputs from the environment, thus they can
be considered as CPSs. With the increment of sources of information and data, safety represents
even more a critical objective and new challenges in the development process are arising. This
is especially true where several stakeholders, such as hardware specialists, software developers
and system designers have to work together with safety engineers to ensure a reliable and
safe system. In this context, the emergence of standards, such as ISO 26262 and ISO 16505,
has helped the automotive industry to focus on practice to address safety in a systematic and
consistent way.
This opened the path to new research for guaranteeing safety in the automotive context.

The use of AI and ML is on the rise in order to enhance the automated verification of systems
applied in real safety-critical applications. However, if it is true that AI is now recognized as
innovative technology, it is far from being applied in real safety-critical applications due to the
lack of methodologies, for example for the predictability of the system in domains such as the
automotive one.
The use case brought by Abinsula aims at enhancing the human interaction and driving

experience, proposing an electronic rear-view mirror that gets data from a set of cameras and
provides the rear image on a screen. Image processing and sensor fusion, more in general the AI
application to sensors data processing, allow for increasing the informative content of the rear
environment image providing alerts or suggestions for a safer and effective drive. The use case
involves the usage of four cameras that capture 1920x1080 images. Data related to the camera
include an up to 60 FPS stream and the camera ID. The exploitation of NNs in image processing
is meant to replace what the human brain does in terms of recognition and processing while
driving. Therefore, a fundamental step to implement a virtual rear mirror able to perform as
the human brain, while guaranteeing safety, is the formal verification of the adopted NNs to
ensure the predictability of the system.

The main expected improvements are related to the introduction of AI techniques both in the
modeling and testing phase of the system development life-cycle. In particular, in the modeling
and implementation phase, the use of AI techniques will be employed for the verification of
Deep Neural Network (DNN) models/implementations.

2https://abinsula.com/



4. Challenges and Perspectives

Taking into account the scope of the Abinsula UC, we analyzed the state of the art regarding
NNs applied in computer vision and we identified a first set of architectures that could be near
to optimal for the applications of interest. In particular, we identified the YOLO [23] network
architecture, which is one of the most popular learning models used for object detection. This
architecture is able to process videos at 45 frames per second (fps), whereas a more optimized
version manages to reach 150 fps. Moreover, it greatly outperforms the contemporary models
leveraging classification and learns better generalizable representations of objects.

Regarding the verification tools, we considered thewinner of the 2nd International Verification
of Neural Networks Competition [24] (VNN-COMP’21) alpha-beta-crown [25], which is a NN
verifier based on an efficient bound propagation algorithm and a branch and bound methodology.
It also leverages dedicated hardware (i.e., GPUs) in order to scale to relatively large convolutional
networks and supports a wide range of architectures. Naturally, we also considered the runner-
ups of the same competition, which present comparable performances to alpha-beta-crown.
However, through a first comparison between the benchmarks used during the VNN-COMP’21
(11 convolutional layers) and the YOLO architecture (109 convolutional layers in its last version),
it immediately appears clear that the scalability of the current state-of-the-art verification tools
is far from being enough to support our ideal architecture.

Therefore we identified different strategies to bridge the gap between our ideal architecture
and the effective scalability of the state-of-the-art verification tools. In particular, we intend to
investigate pruning and/or quantization as means to produce smaller network models which
should enable verification without a significant loss in performances [26]. Furthermore, we
believe that it could be possible to focus on subsets of the network architecture which are of
particular interest for the task at hand and, at the same time, small enough to be feasible to ver-
ify [27]. Finally, we are evaluating how to enhance existing verification tools and methodologies
to support network architectures similar to YOLO.
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