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Abstract 
The paper proposes a method for dynamic stock buffer management based on a connectionist 

expert system. The novelty of the study lies in the fact that for the dynamic stock buffer 

management, a method was created based on the connectionist and logical approach and a 

neural network model with sigmoid functions for the dynamic stock buffer management. 

Three criteria for evaluating the effectiveness of the proposed model were selected, the 

parameters of the proposed model were identified based on the backpropagation method in 

batch mode, which is focused on the technology of parallel information processing, and the 

matrix pseudo-inversion method. The proposed model and methods for its parametric 

identification make it possible to increase the speed, accuracy and reliability of decision 

making. The proposed method can be used in various intelligent systems. 
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1. Introduction 

Nowadays, the creation of computer control systems for various processes is of great importance 

[1-2]. More and more companies are striving to improve and optimize their business processes based 

on the implementation of the Theory of Constraints (TOC) technology [3-7], which provides dynamic 

stock buffer management and is used for supply chain management. As a result, the urgency of 

developing methods for intellectualizing the theory of constraints technology increases significantly. 

The aim of the work is to increase the efficiency of dynamic stock buffer management using a 

neural network with sigmoid functions, which is trained on the basis of backpropagation and matrix 

pseudo-inversion methods. To achieve this goal, it is necessary to solve the following tasks: 

1. Formation of knowledge about the stock buffer management. 

2. Creation of a mathematical model of an artificial neural network with sigmoid functions for 

dynamic stock buffer management. 

3. Selection of criteria for evaluating the effectiveness of a mathematical model of an artificial 

neural network with sigmoid functions for dynamic stock buffer management. 

4. Identification of the parameters of the mathematical model of the artificial neural network 

with sigmoid functions for dynamic stock buffer management based on the method of 

backpropagation in batch mode. 

5. Identification of the parameters of the mathematical model of the artificial neural network 

with sigmoid functions for dynamic control of the stock buffer based on knowledge and the method of 

matrix pseudo-inversion. 

2. Literature review 

Currently, dynamic stock buffer management is based on production rules [3-7]. There are no 

computer systems for dynamic stock buffer management that are based on artificial intelligence 
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methods. At the present time, artificial intelligence methods are used to control dynamic objects, with 

the most popular being artificial neural networks [8-10]. 

The advantages of neural networks are [11-13]: 

 the possibility of their training and adaptation; 

 the ability to identify patterns in the data, their generalization, i.e. extracting knowledge from 

data, so knowledge about the object is not required (for example, its mathematical model); 

 parallel processing of information that increases computing power. 

The disadvantages of neural networks are [14-16]: 

 difficulty in determining the structure of the network, since there are no methods for 

calculating the number of layers and neurons in each layer for specific applications; 

 difficulty in forming a representative sample; 

 high probability of the training and adaptation method to hit a local extremum; 

 inaccessibility for human understanding of the knowledge accumulated by the network (it is 

impossible to represent the relationship between input and output in the form of rules), since they 

are distributed among all elements of the neural network and are presented in the form of its 

weight coefficients. 

Recently, neural networks have been combined with expert systems. The advantage of expert 

systems is [17-19] the representation of knowledge in the form of association rules that are easily 

accessible for human understanding. The disadvantages of expert systems are [20-21]: 

 the impossibility of their training and adaptation (weights of association rules cannot be 

automatically adjusted); 

 the impossibility of parallel processing of information, which increases computing power. 

Thus, it is relevant to create a method for dynamic stock buffer management, which will eliminate 

these shortcomings. 

3. Formation of knowledge about the stock buffer management 

It was assumed in the work that the stock buffer is divided into three zones (red, yellow and green) 

of the same size. The proposed artificial neural network is based on knowledge about the stock buffer 

management, presented in the form of association rules given below. 

1. If the depth of being in the red zone of the stock buffer is at least half of this zone (i.e. the 

amount of stocks is not more than half of this zone) and staying in the red zone of the stock buffer for 

at least four days, and staying in the green zone of the stock buffer for at least four days, then check 

the data, because an anomaly has occurred in them. The conclusion of the rule is encoded as (0,0,0,1) 
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2. If the depth of being in the red zone of the stock buffer is at least half of this zone (i.e. the 

amount of stocks is not more than half of this zone) and the stay in the red zone of the stock buffer is 

at least four days, and the stay in the green zone of the stock buffer is less than four days, then 

increase the stock buffer size by 1/3. The conclusion of the rule is encoded as (1,0,0,0) 
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3. If the depth of being in the red zone of the stock buffer is at least half of this zone (i.e. the 

amount of stocks is not more than half of this zone) and the stay in the red zone of the stock buffer is 

less than four days, and the stay in the green zone of the stock buffer is at least four days, then check 

the data, because an anomaly has occurred in them. The conclusion of the rule is encoded as (0,0,0,1) 
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4. If the depth of being in the red zone of the stock buffer is at least half of this zone (i.e. the 

amount of stocks is not more than half of this zone) and the stay in the red zone of the stock buffer is 
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less than four days and the stay in the green zone of the stock buffer is less than four days, then 

increase the stock buffer size by 1/3. The conclusion of the rule is encoded as (1,0,0,0) 
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5. If the depth of being in the red zone of the stock buffer is less than half of this zone (i.e. the 

amount of stocks is more than half of this zone) and staying in the red zone of the stock buffer for at 

least four days, and staying in the green zone of the stock buffer for at least four days , then check the 

data, since an anomaly has occurred in them. The conclusion of the rule is encoded as (0,0,0,1) 
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6. If the depth of being in the red zone of the stock buffer is less than half of this zone (i.e. the 

amount of stocks is not more than half of this zone) and the stay in the red zone of the stock buffer is 

at least four days, and the stay in the green zone of the stock buffer is less than four days , then 

increase the stock buffer size by 1/3. The conclusion of the rule is encoded as (1,0,0,0) 
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7. If the depth of being in the red zone of the stock buffer is less than half of this zone (i.e. the 

amount of stocks is more than half of this zone) and the stay in the red zone of the stock buffer is less 

than four days, and the stay in the green zone of the stock buffer is at least four days, then decrease 

the stock buffer size by 1/3. The conclusion of the rule is encoded as (0,1,0,0) 
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8. If the depth of being in the red zone of the stock buffer is less than half of this zone (i.e. the 

amount of stocks is more than half of this zone) and the stay in the red zone of the stock buffer is less 

than four days, and the stay in the green zone of the stock buffer is less than four days, then do not 

change the stock buffer size. The conclusion of the rule is encoded as (0,0,1,0) 
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where 1x  – current stock size in pieces, 

2x  – time spent in the red zone of the stock buffer in days, 

3x  – time spent in the green zone of the stock buffer in days, 

y  – action code, 

min
1x  – the minimum number of stocks of goods in pieces (the border between the black and red zones 

of the stock buffer), 
max
1x  – the maximum number of stocks of goods in pieces (the border between the green and blue 

zones of the stock buffer), 

jv  – weight of jth association rule. 

4. Creation of a mathematical model of the neural network with sigmoid 
functions for dynamic stock buffer management 

To dynamically manage the stock buffer, the work has further improved the mathematical models 

of the artificial neural network through the use of association rules and multidimensional logistic 

functions, which reduces the number of hidden layers, which simplifies the identification of artificial 
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neural network parameters. The neural network maps inputs to outputs according to the knowledge of 

stock buffer management. 

The structure of the neural network model with sigmoid functions in the form of a graph is shown 

in Figure 1. 
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Figure 1: The structure of the neural network model with sigmoid functions in the form of a graph 

 

The input (zero) layer contains three neurons (the number of neurons corresponds to the number of 

input variables). The hidden layer contains eight neurons (the number of neurons corresponds to the 

number of association rules). The output layer contains four neurons (the number of neurons 

corresponds to the number of actions). The functioning of the neural network with sigmoid functions 

is presented as follows.  

In the hidden layer, multidimensional logistic functions are calculated (corresponds to the 

aggregation of subconditions of association rules connected by a conjunction) 
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Based on the knowledge about stock buffer management, the parameters of the activation 

functions were chosen as follows: 
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In the output layer, the sums of weighted multivariate logistic functions are calculated 

(corresponds to the aggregation of activated association rules with the same conclusions, i.e. actions) 
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Thus, the mathematical model of the neural network with sigmoid functions is presented in the 

form 
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To decide on the choice of action for the model (1), the following rule is used 
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k

k
yk maxarg*  , Kk ,1 . 

5. Choice of criteria for evaluating the effectiveness of a mathematical 
model of a neural network with sigmoidal functions for dynamic stock 
buffer management  

In this work, to evaluate the parametric identification of the mathematical model of the neural 

network with sigmoidal functions (1), the following were chosen:  

 accuracy criterion, which means the choice of such parameters’ values ),...,( 1 Jvvv , that 

deliver a minimum of the mean squared error (the difference between the output according to the 

model and the desired output) 
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where ),...,( 1 iKii ddd  – i th test output vector, }1,0{ikd , 
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I  – number of test implementations; 

 reliability criterion, which means the choice of such parameters’ values ),...,( 1 Jvvv , that 

provide a minimum probability of making an incorrect decision (the difference between the model 

output and the desired output) 
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 performance criterion, which means the choice of such parameters’ values ),...,( 1 Jvvv , that 

deliver a minimum of computational complexity 

v
minTF . (4) 

6. Identification of the parameters of the mathematical model of the neural 
network with sigmoid functions for dynamic stock buffer management 
based on the backpropagation method in batch mode 

To identify the parameters of the mathematical model of the neural network with sigmoid 

functions for dynamic stock buffer management (1), the procedure for determining these parameters 

based on the backpropagation method has been further improved in the work by calculating only the 
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vector of parameters ),...,( 1 Jvvv  and batch learning to speed up learning, which involves the 

following steps: 

1. Initialization by uniform distribution on the interval (0,1) of weights jv , Zz ,1 , Jj ,1 . 

2. Specifying the training set }}1,0{,|),{( Z
i

Z
iii R  dxdx , Ii ,1 , where ix  – i th normalized 

training input vector, id  – i th learning output vector, Z – number of input variables, I  – training 

set cardinality. Specifying parameters for activation functions zjzjm , , Zz ,1 , Jj ,1 . Iteration 

number n=1. 

3. Output signal calculation (forward move) 
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4. Calculation of error energy based on criterion (3) 
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5. Setting the weights of the output layer (backward move) 
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where   – parameter that determines the learning rate (with a large   learning rate is faster, but the 

risk of getting the wrong solution increases), 10  , 
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6. Check completion condition. 

If Nn  , then increase iteration number n, go to 3.  

7. Algorithm for identifying the parameters of the mathematical model of 
the neural network with sigmoid functions for dynamic stock buffer 
management based on the method of backpropagation in batch mode 

The algorithm for identifying the parameters of the mathematical model of the neural network with 

sigmoid functions for dynamic stock buffer management based on the backpropagation method in 

batch mode, designed for implementation on the GPU using CUDA technology, is shown in Figure 2. 

This block diagram functions as follows. 

1. Iteration number n=1, initialization by uniform distribution on the interval (0,1) of weights jv , 

Zz ,1 , Jj ,1 . 

2. Specifying the training set }}1,0{,|),{( Z
i

Z
iii R  dxdx , Ii ,1 , where px  – i th normalized 

training input vector,, id  – i th learning output vector, Z – number of input variables, I  – the training 

set cardinality. Specifying parameters for activation functions zjzjm , , Zz ,1 , Jj ,1 . 

3. Calculation of the output signal according to the model (1), using KI  threads, which are 

grouped into K blocks. Each thread computes out
iky . 
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4. Calculation of error energy based on criterion (2), using KI  strands that are grouped into K 

blocks. In each block, based on parallel reduction, a partial sum of I  elements of the form 

I

dy ik
out
ik

2

)( 2
 is calculated. The partial sums obtained in each block are added. 

5. Adjust the weights of the output layer using JI  strands, which are grouped into J blocks. In 

each block, based on parallel reduction, the sum of I  elements of the form 
I

dyf ik
out
ikij ))(( x

 is 

calculated.  

6. Check completion condition. 

If Nn  , then n=n+1, go to 3. 
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Figure 2: Block diagram of the algorithm for identifying the parameters of the mathematical model 
of the neural network with sigmoid functions for dynamic stock buffer management based on the 
backpropagation method in batch mode 

8. Identification of the parameters of the mathematical model of the neural 
network with sigmoid functions for dynamic stock buffer management 
based on the method of matrix pseudo-inversion 

Modification of the output layer weights based on the matrix pseudo-inversion method involves 

the following steps: 

1. Create matrix ][ h
ij

h yY , Ii ,1 , Jj ,1 . 

2. Create matrix  ikdD , Ii ,1 , Kk ,1 . 

3. Calculate matrix ][ jkwW , Jj ,1 , Kk ,1 , 

  DYW


 h , 

where  h
Y  – pseudo-inverse matrix. 
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The matrix pseudo-inversion method is based on the singular value decomposition (SVD) method, 

which allows computing the pseudo-inverse matrix  h
Y  in the form 

  Th
UVΣY  


 , 

where 
Σ  obtained from matrix )...( 1 qdiag Σ  by replacing each i  with i/1  followed by the 

transposition of this modified matrix, },min{ IJq  . 

The Singular Value Decomposition (SVD) method consists of the following steps: 

1. The input data matrix is set in the form ],...,[ 1
h
I

hh
yyY  , where h

iy  – vector of dimensions J , 

JI  . 

2. Bidiagonalization is performed, which uses the Householder transformation (reflection) and 

allows us to represent matrix h
Y  as a product of matrices 

Th
11BVUY   

or as a procedure call  

( 1U , 1B , 1V ) = bidiagonal( h
Y ), 

where matrices 11,VU  are orthogonal and have dimension JJ   and II   respectively, matrix 1B  is 

upper bidiagonal and has dimension IJ  . 

3. z=1. 

4. The QR method is performed, which uses the Givens rotation and allows us to represent 

matrix B  as a product of matrices 
T
zzzz 111  VBUB  

or as a procedure call  

( 1zU , 1zB , 1zV , e) = qr( zB ), 

where matrices 11,  zz VU  are orthogonal and have dimension JJ   and II   respectively, matrix 

1zB  is upper bidiagonal and has dimension IJ  , e – error. 

5. If e , then 1 zz , go to step 4. 

6. Calculate matrix U  
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7. Calculate matrix V  
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8. Calculate matrix Σ  

zBΣ  . 

Thus, the vector of left singular vectors is represented as ]...[ 1 JuuU  , the vector of right singular 

vectors is represented as ]...[ 1 IvvV  , the matrix of singular values of dimension IJ   is represented 

as )...( 1 qdiag Σ , },min{ IJq  . 

 

Bidiagonalization as procedure bidiagonal(X) 

1. Initialization 
h

YB  , ][ jibB , Jj ,1 , Ii ,1 , 

IU  , ][ sjuU , Js ,1 , Jj ,1 , 

IV  , ][ izvV , Ii ,1 , Iz ,1 . 

2. z=1. 

3. Calculation of the Householder matrix in the form 
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zQ  = householder(B, z, J). 

4. Calculation of the upper bidiagonal matrix B and the left orthogonal matrix U  

BQB z , zUQU  . 

5. If 1},min{  IJz , then go to step 8. 

6. Calculation of the Householder matrix in the form 

zP  = householder(BT, z+1, I). 

7. Calculation of the upper bidiagonal matrix B and the right orthogonal matrix 1V  

1 zBPB , VPV 1 z . 

8. If 1},min{  IJz , then 1 zz , go to step 3. 

The result is matrices U , B, V . 

 

Householder transformation as a procedure householder(B, l, C) 

1. Vector formation ),...,( 1 Cxxx  in the form 

clc bx  , Cc ,1 . 

2. Vector formation ),...,( Cl uuu  in the form 



















 


Cclx

lcxxx

lc

u

c

C

cs

sccc

1,

,)()sgn(

1,0

2 . 

3. Vector calculation ),...,( Cl vvv  in the form 

|||| u

u
v  . 

4. Calculation of the Householder matrix in the form 
T

vvIH 2 . 

The result is a matrix H. 

 

QR method as procedure qr(B) 

1. Initialization 

BΣ  , ][ jiΣ , Jj ,1 , Ii ,1 , 

IU  , ][ sjuU , Js ,1 , Jj ,1 , 

IV  , ][ izvV , Ii ,1 , Iz ,1 . 

2. l=1. 

3. Givens rotation 

( cos , sin , r) = rot( 1,, llll  ). 

4. Matrix calculation Q 

IQ  , ][ izqQ , Ii ,1 , Iz ,1 , 

cosllq , sin1, llq , sin,1  llq , cos1,1  llq . 

5. Calculation of the upper bidiagonal matrix B and the right orthogonal matrix 2V  

T
ΣQΣ  , T

VQV  . 

6. Zeroing all ji , that have  ji . 
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7. Givens rotation 

( cos , sin , r) = rot( llll ,1,  ). 

8. Matrix calculation Q 

IQ  , ][ sjqQ , Js ,1 , Jj ,1 , 

cosllq , sin1, llq , sin,1  llq , cos1,1  llq . 

9. Calculation of the upper bidiagonal matrix Σ  and the left orthogonal matrix 2U  

QΣΣ  , T
UQU  . 

10. Zeroing all ji , that have  ji . 

11. If 1},min{  IJl , then 1 ll , go to step 3. 

12. Calculation of the error as the sum of the modules of the elements lying above the main 

diagonal 









q

j

j

i

jie
2

1

1

 , },min{ IJq  . 

The result is matrices U , Σ , V  and error e. 

 

Givens rotation as a procedure rot(f, g) 

Calculates the Givens rotation matrix 






 





cossin

sincos
, that transforms vector Tgf ),(  to vector 

Tr )0,( , i.e.  























 

0cossin

sincos r

g

f




. 

If f =0, then 0cos  , 1sin  , r = g. 

If gf   and 0f , then 
f

g
tan ,  

  22

1

1

tan1

1
cos
















f

g


, 

  22

1

1

tan1

tan
sin
















f

g
f

g






, 

2

1

cos













f

g

f
fr 

. 

If gf   and 0f , then  
g

f
cotan , 

  22

1

1

cotan1

1
sin
















g

f


,

  22

1

1

cotan1

cotan
cos
















g

f
g

f






, 

2

1

sin













g

f

g
fr 

. 

The result is the elements cos , sin , r. 

9. Experiments and results 

A numerical study of the proposed mathematical model of a neural network with sigmoid 

functions and a conventional multilayer perceptron was carried out in the Matlab package using the 

Deep Learning Toolbox (to identify the parameters of the model of a multilayer perceptron and a 

neural network with radial basis functions based on backpropagation, as well as to identify the 

parameters of the proposed neural network model with sigmoid functions (1) based on back 

propagation and matrix pseudo-inversion). 

Table 1 presents the computational complexity, root mean square errors (RMSE), the probabilities 

of making wrong decisions on the dynamic stock buffer management, obtained on the basis of the 

data set of the logistics company "Ekol Ukraine" and "Vitronic" (This dataset contains 2000 
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precedents. During the simulation, 80 % of the precedents were randomly selected for training, and 

20 % for testing procedures) using an artificial neural network such of the multilayer perceptron 

(MLP) type and radial basic function neural networks (RBFNN) with back propagation (BP), as well 

as the proposed model (1) with back propagation (BP) and matrix pseudo-inversion. At the same time, 

MLP had 2 hidden layers (each consisted of 6 neurons, like the input layer), RBFNN had one hidden 

layer of 12 neurons. I  – is the training set cardinality, N – is the number of iterations performed. 

According to Table 1, the best results in terms of computational complexity are given by model (1) 

with parameter identification based on BP in batch mode using CUDA (reduces the computational 

complexity by I times), and the best results in terms of RMSE and the probability of making an 

incorrect decision are given by model (1) with parameter identification based on matrix pseudo-

inversion without using CUDA. 

 

Table 1 
Computational complexity, root mean square error, probability of wrong decisions on dynamic stock 
buffer management 

Model and method of parameter 
identification 

RMSE 
Probability of making 
the wrong decision 

Computational 
complexity 

MLP with BP with logistic activation 
function without using CUDA 

0.50 0.20 T=IN 

RBFNN with BP in batch mode with 
Gaussian activation function without 
using CUDA 

0.40 0.15 T=IN 

Author's model (1) with BP in batch 
mode using CUDA 

0.10 0.07 T=N 

Author's model (1) with BP with matrix 
pseudo-inversion without using CUDA 

0.05 0.02 T=IN 

10. Conclusions 

1. To solve the problem of improving the efficiency of dynamic stock buffer management, 

relevant artificial intelligence methods have been investigated. These studies have shown that by far 

the most effective is the use of artificial neural networks in combination with expert systems. 

2. The novelty of the study lies in the fact that the proposed method of dynamic stock buffer 

management is based on logic and artificial neural networks. It provides representation of knowledge 

about stock buffer management in the form of association rules, reduces computational complexity, 

mean squared error, and the probability of making the wrong decision by automatically choosing the 

model structure, reducing the probability of hitting a local extremum, and using CUDA parallel 

information processing technology. 

3. As a result of the numerical study, it was found that the proposed method of dynamic stock 

buffer management based on the connectionist expert system in the case of identifying the parameters 

of the neural network model based on the method of matrix pseudo-inversion, provides the probability 

of making the wrong decision on the dynamic stock buffer management of 0.02, and the root-mean-

square error of 0.05, and in the case of identifying the parameters of the neural network model based 

on the backpropagation method in batch mode using CUDA, it reduces the computational complexity 

by a factor of I, where I  is the training set cardinality. 

4. Further research prospects are the use of the proposed method of dynamic stock buffer 

management based on the connectionist expert system for various intelligent systems for managing 

dynamic objects in natural language. 
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