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Abstract
In this paper we focus on the automatic evaluation of argumentative essays, for scaffolding
improvements in writing skills. Our goal is providing an automated approach to classify
argumentative elements as "effective", "adequate", or "ineffective". We propose the usage of
an additional feature, called ranking score, in the training process of a text-based classifier.
The ranking score is obtained by performing argumentative reasoning on the different
argumentative elements of an essay. We experimentally show that the introduction of this
feature leads to improved performance of both Ada boost classifier and biLSTM neural
network.
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1. Introduction

The attention to suitable educational support tools is increasing, particularly in the
last few years, when facing the COVID-19 pandemic emergency. Among the others,
automatic feedback writing solutions [1] have been considered, since it has been
observed that, with automated guidance, students resulted to be able to complete
increased assignments and ultimately become more confident and proficient writers.

Despite several automated writing feedback tools are currently available, most
of them have limitations with argumentative writing, as they often fail to evaluate
the quality of argumentative elements, such as organization, evidence, and idea
development 1.

In this paper we focus on the automatic evaluation of argumentative essays2, for

AI3 2022: 6th Workshop on Advances in Argumentation in Artificial Intelligence, Nov 28 - Dec 2, Udine,
Italy
$ r.barile17@studenti.uniba.it (R. Barile); claudia.damato@uniba.it (C. d’Amato);
nicola.dimauro@uniba.it (N. Di Mauro); stefano.ferilli@uniba.it (S. Ferilli);
n.lomonte1@studenti.uniba.it (N. Lomonte)

© 2022 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR Workshop Proceedings (CEUR-WS.org)
1https://www.kaggle.com/competitions/feedback-prize-effectiveness
2This task was a competition on Kaggle, details on the evaluation metric and the data used in this

work can be found at https://www.kaggle.com/competitions/feedback-prize-effectiveness

mailto:r.barile17@studenti.uniba.it
mailto:claudia.damato@uniba.it
mailto:nicola.dimauro@uniba.it
mailto:stefano.ferilli@uniba.it
mailto:n.lomonte1@studenti.uniba.it
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org
https://www.kaggle.com/competitions/feedback-prize-effectiveness
https://www.kaggle.com/competitions/feedback-prize-effectiveness


scaffolding improvements in writing skills. Particularly, each argumentative essay
can be split into several components, called discourse elements. Each discourse
element play a specific role in the argumentation. The definitions of the roles are
summarized in the following [2]3:

Lead: an introduction that begins with a statistic, a quotation, a description, or
some other device to grab the reader’s attention and point toward the thesis

Position or Primary claim: an opinion or conclusion on the main question

Claim: a claim that supports the position

Counterclaim: a claim that refutes another claim or gives an opposing reason to
the position

Rebuttal: a claim that refutes a counterclaim

Evidence or Data: ideas or examples that support claims, counterclaims, or
rebuttals.

Concluding statement: a concluding statement that restates the claims.

The evaluation of an argumentative essay is meant at predicting the quality of each
discourse element, which can be judged as Ineffective, Adequate, or Effective.

While most of the existing solutions are basically grounded on the exploitation
of text classification techniques [1], we aim at improving the evaluation of argu-
mentative essay by integrating argumentative reasoning solutions within standard
multi-class classification methods. Specifically, we aim at improving the performance
of text classification models by adopting additional features: the discourse element
type and its preliminary assessment (represented as a numeric feature) obtained
by performing argumentative reasoning, that computes the strength propagation
ranking semantics (sp-ranking) of a Bipolar Weighted Argumentation Framework
(BWAF) [3].

This research direction is motivated by the fact that the quality of a discourse
element does not depend solely on its textual features, grammatical or syntactical
quality, rather, it also depends on how the the discourse element "attacks" or "sup-
ports" other discourse elements. We show how the performance of state of the art
models can be actually improved by the adopting argumentative reasoning solutions
for the purpose.

The rest of the paper is organized as follows. The next section synthesizes the
state of the art on automated evaluation of argumentative writing. Basics on the
adopted argumentation framework are provided in Sect. 3. The modelled solution is
illustrated in Sect. 4 whilst experiments are presented in Sect. 5. Conclusions are
drawn in Sect. 6 along with some proposals for further research directions.

3We extend the different roles, as reported in [2], with the the definition of Lead that stands for an
introductory element not providing argumentative impact.



2. Related works

In automated evaluation of (student) argumentative writing, text-based classification
solutions falling in one of the three following categories are generally employed [4]:

• feature-based where off-the-shelf algorithms are used with additional hand-
crafted features, such as:

– lexical features which aim is to capture information at the level of words
(e.g. n-grams and words frequency).

– syntactic features which commonly rely on parse trees (e.g. number of
sub-clauses found in a tree or part-of-speech tags) [5, 6].

– structural features, which generally describe the position and frequency
of a piece of text (e.g. the position of a token, a punctuation character or
an argumentative component) [5].

– embedding which rely on the representation of words as vectors in a
continuous space [5].

– discourse which captures how sentences or clauses are connected to-
gether. Discourse features can be obtained analyzing discourse markers
or discourse parser [7]. For instance the marker "therefore", suggests the
relationship between a current text span and its adjacent text span. As for
discourse parser, the sentences are parsed into discourse roles that are
then used as input features.

• neural-based where neural architectures such as long short-term memory
(LSTM) networks and convolutional neural networks (CNN) are adopted. More
recently also transformer based models, such as BERT, were explored [8, 9, 10].
In particular, this architectures are adopted in a transfer leaning fashion, start-
ing from pretrained language models, obtained from general domain corpora
containing large amount of texts and adapting such models to specific down-
stream tasks.

• unsupervised methods which use heuristics for bootstrapping a small set of
labels and then training the text-based classification model in a self-training
fashion [11].

Differently from the state of the art (independently on the specific category), we
consider split essays where each discourse element has an evaluation label allowing
us to build argumentation frameworks to be used for obtaining an additional feature
to be exploited for coming up to a possibly improved automatic evaluation of argu-
mentative essays. Hence, we concentrate our attention on assessing if the additional
feature can bring, in the evaluation of a specific discourse element, a value added,
independently on the specific classifier that is adopted.

Very few approaches related to our solution can be found. In [12], where annota-
tions involve both argumentative role and evaluation label, relationships between
elements are only of support type. While in [13] annotations also includes directed
labels (support, attack or detailing), but, differently from our solution, the evaluation
labels for the text spans are not provided.



3. Basics

Argumentation is the inferential strategy for practical and uncertain reasoning aimed
at coping with partial and inconsistent knowledge, in order to justify one of several
contrasting positions in a discussion [14].

Abstract argumentation, in particular, focuses on the resolution of the dispute based
only on ‘external’ information about the arguments (notably, the inter-relationships
among them), neglecting their internal structure or interpretation.

An argumentation semantics is the formal definition of a method ruling the argu-
ment evaluation process. The standard acceptability semantics, introduced by Dung
[5], characterizes admissible sets of arguments. Traditional Abstract Argumentation
Frameworks (AFs for short) can express only attacks among arguments [15]:

Definition 1. An argumentation framework (or AF) is a pair ℱ = ⟨𝒜,ℛ⟩, where 𝒜
is a finite set of arguments and ℛ ⊆ 𝒜×𝒜 is an attack relationship (meaning that,
given 𝛼, 𝛽 ∈ 𝒜, if 𝛼ℛ𝛽 then 𝛼 attacks 𝛽).

While sufficient to tackle many cases (because the attack relationship is indeed the
very core and driving feature in a debate), this is a limitation in expressiveness. So,
more recent studies tried to introduce additional features to be considered in the
argumentation frameworks, as summarized below.

Bipolar AF (BAF) [16]: allows two kinds of interactions between arguments, that
are attack and support relationship;

Weighted AF (WAF) [17]: allows specifying a weight for each attack between
arguments, indicating its relative strength;

Bipolar Weighted Argumentation Framework (BWAF) [3]: embed the notions of
attack and support into the weights. In [18], weights are associated to argu-
ments and the evaluation method transforms them into an overall strength (to
be interpreted as an acceptability degree) based on the attacks and supports
received. It deals only with acyclic graphs.

General Argumentation Framework (GAF) [19]: extends traditional AFs with bipo-
larity, weights on both attacks and supports, and weights on the arguments.

GAF provides a general and powerful setting, allowing to express all the other
frameworks. It is fornally defined as follows:

Definition 2. A General Argumentation Framework (GAF) is defined as a tuple
𝐹 = ⟨𝒜,𝒮(𝒜), 𝑤𝒜, 𝑤ℛ⟩ where:

• 𝒜 is a finite set of arguments,

• 𝒮(𝒜) is a system providing external information on the arguments in 𝒜,

• 𝑤𝒜 : 𝒜× 𝒮(𝒜) ↦→ [0, 1] assigns a weight to each argument, to be considered as
its strength, also based on 𝒮(𝒜),

• 𝑤ℛ : 𝒜×𝒜 ↦→ [−1, 1] assigns a weight to each pair of arguments.



4. Methodology

In this section we illustrate our proposed approach for performing the automatic
evaluation of argumentative essays. It is grounded on the integration of argumenta-
tive reasoning solutions and standard multi-class classification methods. Specifically,
we employ argumentative reasoning for computing the strength propagation ranking
semantics (sp-ranking) of a BWAF, that is then used as the additional numeric feature
(besides the textual data) to be exploited for the classification process.

In the following we first illustrate the choices that have done for actually using
the adopted AF, hence we describe how it is applied for computing the additional
numeric feature.

4.1. The Argumentative Framework

In order to perform argumentative reasoning given the essay discourse elements,
the BWAF has been adopted. It is formally defined as follows:

Definition 3. A BWAF is a triplet 𝒢 = ⟨𝒜,ℛ, 𝑤𝑅⟩, where 𝒜 is a finite set of argu-
ments, ℛ ⊆ 𝒜×𝒜 is either an attack or support relashionship between arguments
and 𝑤𝑅: ℛ ↦→ [−1, 0[∪ ]0, 1] is a function assigning a weight to each relation.

Attack relations are defined as

ℛ𝑎𝑡𝑡 = { ⟨𝑎, 𝑏⟩ ∈ ℛ |𝑤𝑅(⟨𝑎, 𝑏⟩) ∈ [−1, 0[ }

and support relations as

ℛ𝑠𝑢𝑝 = { ⟨𝑎, 𝑏⟩ ∈ ℛ |𝑤𝑅(⟨𝑎, 𝑏⟩) ∈]0, 1] }

Initially, only two levels of evaluations for arguments have been considered (ar-
guments are either accepted or rejected). Nevertheless, for several real world
applications, this may represent an actual limitation. Hence, the notion of ranking-
based semantics [20] has been proposed. It allows to use semantics for capturing
arguments with larger levels of acceptability, thus making it possible to also rank
them.

For our purpose, the strength propagation semantics [3] has been adopted. It is
formally defined as follows:

Definition 4. Let 𝒢 = ⟨𝒜,ℛ, 𝑤𝑅⟩ be a BWAF and let 𝑎, 𝑏 ∈ 𝒜 be two arguments such
that there exists a simple path ⟨𝑎 . . . 𝑏⟩. The strength propagation (sp) from 𝑎 towards
𝑏 is defined as:

𝑠𝑝(𝑎, 𝑏) =
∑︁
⟨𝑎...𝑏⟩

(𝑝𝑤(⟨𝑎 . . . 𝑏⟩)) ×
∏︁

𝑐∈⟨𝑎...𝑏⟩

𝑖𝑛𝑓𝑙(𝑐))

where 𝑝𝑤(·) (path weight) computes the strength of a simple path by multiplying every
weight relation in it, while the function 𝑖𝑛𝑓𝑙(·) (influence) computes the influence of
an element within the simple path, on the basis of cycles to which it belongs.



Figure 1: General structure of a BWAF built on the discourse elements of an argumentative
essay. Green arrows represent supports, red arrows represent attacks, the green arrows
starting from evidence are dashed because an evidence can express support only to one
discourse element (of type claim, counterclaim or rebuttal), in particular, to the one with the
highest value of the chosen similarity function between discourse elements.

Relying on the previous definitions, we define the 𝑠𝑝𝑟 function whose aim is comput-
ing the final ranking score of an argument.

Definition 5. Let 𝒢 = ⟨𝒜,ℛ, 𝑤𝑅⟩ be a BWAF, 𝑎 ∈ 𝒜 an argument, 𝑠𝑝(·, 𝑎) the strength
propagation of a path ending to argument 𝑎, SP = {𝑠𝑝(𝑥1, 𝑎), . . . , 𝑠𝑝(𝑥𝑚, 𝑎)} the set of
all the strength propagations on the different path ending to 𝑎 and 𝒫 = {𝑝1, . . . , 𝑝𝑛}
the set of all directed paths towards 𝑎 in 𝒢, with 𝑝𝑖 = ⟨𝑥, . . . , 𝑎⟩ ∈ 𝒫, ∀𝑖 ≤ 𝑛. The 𝑠𝑝𝑟
function 𝑠𝑝𝑟 : 𝒜 ↦→ [0, 2] is defined as:

𝑠𝑝𝑟(𝑎) =

{︃
1 if ∀𝑥 ∈ 𝒜 : ⟨𝑥, 𝑎⟩ ̸∈ ℛ
1
𝑛

∑︀𝑚
𝑠𝑝(𝑥𝑖,𝑎)∈𝑆𝑃 1 + 𝑠𝑝(𝑥𝑖, 𝑎) otherwise

In the next session, we present how, given the formalized framework, a BWAF can
be built from an argumentative essay.

4.2. Building a Bipolar Weighted Argumentation Framework from an
Argumentative Essay

As illustrated in Sect. 1, argumentative essay can be split into several discourse
elements, each one having a specific role within the essay. These roles may be
employed for building a BWAF from an argumentative essay.

The general approach is modeled in Fig. 1, where green arrows represent supports,
red arrows represent attacks, whilst the green arrows starting from evidence are
dashed as an evidence can express support only to one discourse element (of type
claim, counterclaim or rebuttal) that is generally the most similar one.

In order to obtain the weights of attacks and supports, a similarity function be-
tween discourse element needs to be computed. Specifically, the weights of attacks
and supports are obtained computing a similarity function between document embed-
dings [21] which represents the semantics of the text in a continuous vector space. In



Figure 2: biLSTM additional layer for integration of numeric features

the specific setting, documents are actually the discourse elements. For the purpose,
any pre-trained model (e.g. word2vec [22]) which maps each discourse element to
an embedding vector can be used. The general procedure that is implemented is
summarized as follows:

1. extract an embedding vector for each word in the discourse element by means
of word2vec model for each word in the discourse element

2. compute the weighted average of the embedding vectors using, as weighting
factors, the tf-idf score of each word.

The sp-ranking semantics can now be computed on each BWAF, obtaining the ranking
of each discourse element with respect to other discourse elements in an argumenta-
tive essay.

4.3. Classifying Discourse Elements

As illustrated in Sect. 1, the final evaluation task is performed by using text classifi-
cation. For the purpose we considered Ada Boost [23] and Long Short-Term Memory
(LSTM) neural networks [24]. They are briefly summarized in the the following.

• Ada Boost algorithm [23] is the first practical contribution in the context
of boosting algorithms. Boosting is an ensemble learning approach based on
the idea of creating a highly accurate model through the combination of many,
relatively weak, models.
For this task Ada Boost is trained on a bag of words representation of discourse
elements, in which each word is associated to its tf - idf score.

• biLSTM neural networks [24] is a recurrent neural network (RNN) architec-
ture that has been designed to address the vanishing and exploding gradient
problems of conventional RNNs. Unlike feedforward neural networks, RNNs
have cyclic connections making them powerful for modeling sequences. Indeed,
they have been successfully used for sequence labeling and sequence prediction
tasks, such as handwriting recognition, language modeling, phonetic labeling
of acoustic frames. A further extension of this architecture is its bidirectional
variant [25] which can be trained using all available input information, that, in
the context of textual input, means using words before and after a specific one.



For this task the initial embedding layer of the biLSTM is initialized from
a pretrained model 4. The loss function used in the training process is the
negative log likelihood loss. This choice is justified by the similarity in the
behaviour between the loss function and the evaluation metric adopted in the
testing phase (see Sect. 5 for details).

We slightly modified both models in order to include the additional numeric features
(sp-ranking). In the standard classification the integration is straightforward, the
sp-ranking and the discourse type are just other numerical values, analogously to the
tf - idf scores. For the biLSTM network, instead, we needed to add a concatenation
step as represented in Fig. 2.

5. Evaluation

In this section we illustrate the experiments carried out for assessing the validity
of our proposed solution. We first illustrate the dataset that has been adopted for
the automatic evaluation of argumentative essays. Hence we specify the evaluation
metric and the experimental setting for the considered classifier. We conclude the
section with discussing the obtained results.

5.1. Dataset

The dataset that has been used for experiments is publicly avaiable 5 and contains
argumentative essays written by U.S students in grades 6-12. The essays were
annotated by expert for elements commonly found in argumentative writing. The
dataset overall counts 15594 texts divided into sub-sections, for a total of 144293
speeches. Each speech is composed of the following characteristics:

• discourse_id - ID code for discourse element

• essay_id - ID code for essay response. This ID code corresponds to the name of
the full-text file in the train/ folder.

• discourse_text - Text of discourse element.

• discourse_type - Class label of discourse element.

• discourse_type_num - Enumerated class label of discourse element.

• discourse_effectiveness - Quality rating of discourse element, the target.

In Fig. 3, a pie chart depicting the percentages for each type of argumentative text is
provided, while Fig. 4 shows the pie chart of the percentages for the three possible
target feature values.

Given the initial dataset, we filter out some essays. In particular we kept only
essays composed of less than 15 discourse elements. This choice was required

4In our experiments we downloaded the word2vec model trained on Google news and with embed-
ding size equal to 300

5https://www.kaggle.com/competitions/feedback-prize-effectiveness
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Figure 3: Distribution of data with respect to different types of speeches.

Figure 4: Distribution of data with respect to target feature.

to keep the experiments computationally feasible because the complexity of the
argumentation semantics increases with the number of arguments in the graph (see
Sect. 4 and Fig. 1 for details).

5.2. Evaluation Metric

The metric used for evaluation is the multi-class logarithmic loss, defined as:



Table 1
Ada Boost log losses in the two settings

iteration without ranking with ranking

1 1.0855 1.0844
2 1.0855 1.0844
3 1.0856 1.0844
4 1.0857 1.0845
5 1.0854 1.0844
6 1.0854 1.0844
7 1.0854 1.0844
8 1.0856 1.0844
9 1.0854 1.0844
10 1.0856 1.0844

𝑙𝑜𝑔_𝑙𝑜𝑠𝑠 = − 1

𝑁

𝑁∑︁
𝑖=1

𝑀∑︁
𝑗=1

𝑦𝑖𝑗𝑙𝑜𝑔(𝑝𝑖𝑗)

where 𝒩 is the number of rows in the test set, ℳ is the number of class labels, 𝑙𝑜𝑔 is
the natural logarithm, 𝑦𝑖𝑗 is 1 if observation 𝑖 is in class 𝑗 and 0 otherwise, and 𝑝𝑖𝑗 is
the predicted probability that observation 𝑖 belongs to class 𝑗.

In the following we separately discuss the evaluation of the two approaches.

5.3. Ada Boost classifier

The setup adopted for this approach consists in:

1. Perform 𝑛(= 10) iterations of cross-validation in which the model is trained
without taking into account the sp-ranking

2. Perform 𝑛(= 10) iterations of cross-validation in which the model is trained
taking into account the sp-ranking

3. Perform a corrected resampled t-test to check if there is a significant difference
between the two approaches

The performance, in terms of log loss, for the ten iterations are reported in table 1.
We notice in all iterations a decrease in the log loss value, on average this difference
is equal to 0.0011.
To perform the statistical test we compute the value of t as follows:

𝑡 =
𝑚𝑑√︁

( 1𝑘 + 𝑛2
𝑛1
)𝜎2

where:

• 𝑚𝑑 is the mean of the differences between the log losses of the two setups



Table 2
biLSTM 5-fold cross-validation with hp-tuning

batch size learning rate epochs number use sp-ranking log loss

64 0,005 9 No 0,859
128 0,0005 10 Yes 0,853
64 0,005 8 No 0,840
32 0,0005 9 Yes 0,848
32 0,005 7 No 0,861

• 𝑘 = 100 since we perform a 10-fold cross-validation for 10 times

• 𝑛2 = 0, 1 and 𝑛1 = 0, 9 because the set is split in 10 folds

• 𝜎2 is the variance of the differences between the log losses of the two setups

The value of 𝑡 is -6.466, we fix as confidence level for the statistical test 𝑐 = 5% so we
look out for the value 𝑧 corresponding to 𝑐

2 on the Student’s distribution with 𝑘 − 1
degrees of freedom, so we have 𝑧 = 1.984; since t is less than −𝑧 we can reject the
null hypothesis of the test.

Although the performance difference is not really high, it shows that the integration
has an impact on the task; so this addition may be further explored using differ-
ent argumentation semantics or different approaches to build the argumentation
frameworks.

5.4. biLSTM

During the training process of this model we adopted a train set - validation set split
in order to perform the tuning of the hyper-parameters, in particular to choose an
appropriate value of batch size, learning rate and number of epochs. For the batch
size the possible values are {32, 64, 128} and for learning rate the possible values are
{0, 0005, 0, 005}; while for the number of epochs, instead of using a set of candidate
values, we fix the values to 10 and we adopt an early stopping if the log loss on the
validation set increases due to overfitting. In addition, to decide whether to introduce
the sp-ranking or not we consider this choice as a boolean hyper-parameter to tune
contextually to the other parameters. So we report in table 2, for each test fold of a
5-fold cross validation the parameters selected after the tuning and the performance
obtained after training the model with such parameters.
We show that in 2 out of 5 folds the sp-ranking is taken into account.

6. Conclusions

We explored the task of automatic evaluation of argumentative essays, proposing
a text classification approach enriched with the usage of new feature computed
by exploiting argumentative reasoning on a BWAF built on each essay following
a general structure. We evaluated the usefulness of this feature (the sp-ranking



feature) when performing standard classification with Ada Bost and a biLSTM neural
network and comparing the performance with and without the sp-ranking feature,
showing improved results when considering the additional feature.

A drawback of this approach is represented by the complexity of applying argumen-
tation, which may limit the computation of the ranking to small essays (ultimately
structured as graphs).

To further investigate this topic, a more complex reasoning strategy could be
considered, as for the case of a general argumentation framework [19]. Additionally,
different measures of similarity could be taken into account for assessing the weights
of the relations in the AF.
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