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Abstract
We propose a new and faster (linear instead of exponential) way to compute the acceptability probability of
an argument (in uncontroversial acyclic graph) with the grounded semantics in the constellations approach
of probabilistic argumentation frameworks. Instead of computing all the worlds of the constellation (which
is exponential) we show that it is possible to compute the probability of an argument only according to the
acceptability probability of its direct attackers and the probability of its attacks by using a function.
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1. Introduction

In recent years, argumentation has been increasingly recognised as a promising new research
direction in artificial intelligence. As a consequence of this growing interest, many authors have
studied different argumentation frameworks with different features and for various applications,
like decision making (e.g. [1]), negotiation (e.g. [2]), explainability (e.g. [3]). The pioneering
article in the field of abstract argumentation comes from Dung [4], where the notion of an abstract
argumentation framework is defined. These frameworks can be seen as directed graphs where the
nodes are arguments and the edges represent conflict relations (called attacks) between two argu-
ments. A fundamental issue in these argumentation frameworks is to determine the acceptability
of arguments and for this purpose so-called semantic methods are used. As mentioned earlier,
since Dung many extensions to this framework have been proposed, e.g. the addition of a support
relation (e.g. [5]), the addition of a similarity relation (e.g. [6, 7, 8, 9]), or the addition of weights
on arguments (e.g. [10]), on attack (e.g. [11]) and support relations (e.g. [12]). Note that the
meaning of the weights on arguments and relations can have different interpretations involving
different semantics for computing the collective acceptability of arguments.

In this paper we place ourselves in the framework of probabilistic argumentation [13] where
our graphs only have arguments connected by probabilistic attacks, i.e. the weights on these
attacks indicate the probability that this attack exists. Recall that the two main approaches to
(abstract) probabilistic argumentation are constellations and epistemic approaches [14]. The
former considers probability functions on subgraphs of abstract argumentation frameworks, the

AI3 2022: 6th Workshop on Advances In Argumentation In Artificial Intelligence (AI³ 2022)
**Corresponding author.

© 2022 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


latter uses probability theory to represent degrees of belief in arguments, given a fixed framework.
Hence, our work is about the constellation approach. In this case, when we want to study the
acceptability of an argument, we need to look at all the possible worlds (i.e. the whole set of
possible subgraphs depending on the presence or absence of attacks). However, the creation
of a constellation (the set of subgraphs) is in general exponential [13] and for this reason the
attractiveness of research in this field is reduced for practical reasons. This paper is a first step
to show that it is possible to optimize the computation of the acceptability probability of an
argument without having to build the constellation.

2. Background

2.1. Dung Argumentation Frameworks

Following [4], an argumentation frameworks (AF) is a pair ⟨𝒜,ℛ⟩, where 𝒜 is a set of elements
called arguments and ℛ is a binary relation on 𝒜, called the attack relation. For 𝑎, 𝑏 ∈ 𝒜, if
(𝑎, 𝑏) ∈ ℛ, then we say that 𝑎 attacks 𝑏 and that 𝑎 is an attacker of 𝑏. If for 𝑎 ∈ 𝒜 there is no 𝑏 ∈ 𝒜
with (𝑏, 𝑎) ∈ ℛ, then 𝑎 is unattacked. For a set of arguments 𝐸 ⊆ 𝒜 and an argument 𝑎 ∈ 𝒜, 𝐸
defends 𝑎 if ∀(𝑏, 𝑎) ∈ ℛ, ∃𝑐 ∈ 𝐸 such that (𝑐, 𝑏) ∈ ℛ. We say that 𝑎 is defended if for each last
argument (unattacked) 𝑏𝑛 for each path to 𝑎 (i.e. {(𝑏𝑛, 𝑏𝑛−1), . . . , (𝑏1, 𝑎)}), all the 𝑏𝑛 arguments
defend 𝑎, i.e. 𝑛 is even. Let the set of attackers of 𝑎 denoted by Att(𝑎) = {𝑏 ∈ 𝒜 | (𝑏, 𝑎) ∈ ℛ}.
We say that an AF is uncontroversial ([4]) if ∀𝑎 ∈ 𝒜, 𝑎 is uncontroversial, i.e. ∄𝑏 ∈ 𝒜 s.t. 𝑎
attacks and defends 𝑏 (e.g. let AF be an odd cycle, then AF and each argument are controversial).

An AF provides means to represent conflicting information. Reasoning with that information is
done by means of argumentation semantics. A semantics provides a characterisation of acceptable
arguments in an AF. A set of acceptable arguments according to a semantics is called an extension
and is taken as a reasoning outcome. Many semantics have been proposed, see e.g. [15] for
overviews. In this work, we will consider the very well established grounded semantics: the
grounded extension of ⟨𝒜,ℛ⟩ can be constructed as gr =

⋃︀
𝑖≥0𝐺𝑖, where 𝐺0 is the set of all

unattacked arguments, and ∀𝑖 ≥ 0, 𝐺𝑖+1 is the set of all arguments that 𝐺𝑖 defends. For any
⟨𝒜,ℛ⟩, the grounded extension gr always exists and is unique.

2.2. Constellation Probabilistic Argumentation Frameworks

There exist different ways to extend the classic AF with probability into probabilistic argumenta-
tion framework (PrAF). For example, we can label arguments and/or attacks with a probability.
In [16] the authors proposed a way to transform any PrAF having probability on arguments and
attacks to PrAF with probability only on attacks (or only on arguments) thanks to the probabilistic
attack normal forms (or probabilistic argument normal form). They showed that all these forms
are equivalent, i.e. same probabilistic distribution on their extensions.

Definition 1 (PrAF). A probabilistic argumentation frameworks (PrAF) is a tuple 𝐴𝐹 =
⟨𝒜,ℛ, 𝑃𝑅⟩ ∈ 𝒰 1 such that: 𝒜 ⊆𝑓 Arg 2, ℛ ⊆𝑓 𝒜×𝒜, 𝑃𝑅 : ℛ →]0, 1].

1We denote by 𝒰 the universe of all probabilistic argumentation frameworks.
2The notation 𝒜 ⊆𝑓 Arg stands for: 𝒜 is a finite subset of the universe of all arguments.



The constellation of a graph is composed by all its possible subgraphs (worlds), and we
compute the probability of one subgraph as follows.

Definition 2 (Probability of a world). Let 𝐴𝐹 = ⟨𝒜,ℛ, 𝑃𝑅⟩ ∈ 𝒰 and 𝜔 = ⟨𝒜′,ℛ′, 𝑃𝑅⟩ be
probabilistic argumentation graph such that 𝜔 ⊑ 𝐴𝐹 3. The probability of subgraph 𝜔, denoted
𝑝(𝜔) =

(︁∏︀
𝑎𝑡𝑡∈ℛ′ 𝑃𝑅(𝑎𝑡𝑡)

)︁
×
(︁∏︀

𝑎𝑡𝑡∈ℛ∖ℛ′
(︀
1− 𝑃𝑅(𝑎𝑡𝑡)

)︀)︁
Example 1. Let see the controversial acyclic graph 𝐴𝐹 = ⟨{𝑎, 𝑏, 𝑐}, {(𝑎, 𝑏), (𝑎, 𝑐), (𝑐, 𝑏)}, 𝑃𝑅⟩
such that 𝑃𝑅((𝑎, 𝑏)) = 0.4, 𝑃𝑅((𝑎, 𝑐)) = 0.7, 𝑃𝑅((𝑐, 𝑏)) = 0.2 and 𝑎 is controversial .

Let see the constellation of 𝐴𝐹 with the probability of each world:
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Recall that it was shown in [14] that the sum of the probability of any subgraph is equal to 1.
Let 𝐴𝐹 = ⟨𝒜,ℛ, 𝑃𝑅⟩ ∈ 𝒰 , then

∑︀
𝜔⊑𝐴𝐹 𝑝(𝜔) = 1.

Let us recall now how to compute the probability of an argument or a set of arguments
belonging to the extensions of an extension-based semantics.

Definition 3 (Acceptability Probability). Let 𝐴𝐹 = ⟨𝒜,ℛ, 𝑃𝑅⟩ ∈ 𝒰 , 𝑋 ⊆ 𝒜 and 𝒮
an extension-based semantics, we denote by 𝑃𝒮(𝑋) =

∑︀
𝜔⊑𝐴𝐹 𝑝(𝜔) × In𝒮(𝜔,𝑋), where

In𝒮(𝜔,𝑋) = 1 if 𝑋 is a subset of each extension of 𝒮 in 𝜔, otherwise it is equal to 0.

Note that in [17], instead of giving a probability of acceptability for each argument (or set of
arguments) for the grounded semantics, they return a single set of acceptable arguments for the
initial graph. We consider that returning the probabilities is more generic and can be used in a
second step to provide an acceptable set of arguments.

Example 1 (Continued). The acceptability probabilities of the arguments with the grounded
semantics are: 𝑃 gr(𝑎) = 1, 𝑃 gr(𝑏) = 0.084 + 0.336 + 0.144 = 0.564, 𝑃 gr(𝑐) = 0.024 +
0.096 + 0.036 + 0.144 = 0.3.

3. Linear Computation in Uncontroversial Acyclic PrAF

Let us introduce the new function Fastgr, which is able to compute the probability of an argument
to be accepted in the grounded extension.

Definition 4 (Fastgr). Let Fastgr the function from any PrAF ⟨𝒜,ℛ, 𝑃𝑅⟩ ∈ 𝒰 which compute
the acceptability probability of any argument to be in the grounded extension (𝒜 → [0, 1]), s.t.

Fastgr(𝑎) =

⎧⎨⎩ 1 if Att(𝑎) = ∅∏︀
𝑏∈Att(𝑎)

1−
(︀
Fastgr(𝑏)× 𝑃𝑅(𝑏, 𝑎)

)︀
otherwise

3The notation 𝜔 ⊑ 𝐴𝐹 stands for: 𝒜′ ⊆ 𝒜 and ℛ′ = {(𝑎, 𝑏) ∈ ℛ | 𝑎 ∈ 𝒜′ and 𝑏 ∈ 𝒜′}: 𝜔 is a subgraph of an AF.



Let start by discuss the intuition of this function to understand why it characterises the
acceptability probability of the grounded semantics in some graph.

Recall that an argument is in the grounded extension if it is defended, i.e. if all its incoming
attacks fail. Trivially, an unattacked argument will be acceptable in all worlds so its probability of
acceptability is 1. Let us now look at the case where an argument is attacked. The Fastgr(𝑏)×
𝑃𝑅(𝑏, 𝑎) makes the conjunction (computes the probability) of the events argument 𝑏 is acceptable
AND the attack (𝑏, 𝑎) exists. Thus 1− Fastgr(𝑏)× 𝑃𝑅(𝑏, 𝑎) gives the probability that argument
𝑏 is not acceptable OR attack (𝑏, 𝑎) does not exist, i.e. this attack fails. Finally, the product of this
computation for each attack ensures that all the attacks on 𝑎 fail, i.e. 𝑎 is defended.

Remark: the coherence constraint results from the fact that Fastgr considers the acceptability
of arguments independently, i.e. it is possible for an controversial argument to be acceptable in
its defence path and rejected in its attack path. Therefore, for an acyclic PrAF AF, Fastgr returns
the probabilities of the arguments for the equivalent version of AF such that it is uncontroversial ,
i.e. each controversial argument is duplicated for its attacks and defences.

Note that if controversial arguments are always rejected or accepted in worlds, as in Example 1
(𝑃 gr(𝑎) = 1), then Fastgr can return the same values as the constellation method (Fastgr(𝑎) =
𝑃 gr(𝑎) = 1, Fastgr(𝑏) = 𝑃 gr(𝑏) = 0.564 and Fastgr(𝑐) = 𝑃 gr(𝑐) = 0.3). We show next that
Fastgr characterises 𝑃 gr for any uncontroversial acyclic PrAF.

Theorem 1. If 𝐴𝐹 ∈ 𝒰 is uncontroversial and acyclic then ∀𝑎 ∈ 𝒜, 𝑃 gr(𝑎) = Fastgr(𝑎).

We also study complexity of Fastgr: in the worst case (when an argument have as attackers
and defenders all other arguments) the complexity is linear O(n) (n is the number of all attacks)
and in the best case (unattacked argument) the complexity is constant O(1).

Theorem 2. Let 𝐴𝐹 ∈ 𝒰 is uncontroversial and acyclic. For any argument 𝑎 ∈ 𝒜, the
complexity of Fastgr(𝑎) depends on the number 𝑛 of attacks (direct and indirect) to 𝑎, i.e. 𝑂(𝑛).

4. Related Work and Conclusion

In [18], the complexity of computing the acceptability probability of an argument has been done
for different semantics and the result for the grounded is FP#𝑃 -complete. Having such a high
complexity, the work in [19] proposed some restriction on the value of the probability to improve
the complexity. If the probability is binary 0 or 1, then the probability of acceptance is polynomial
in time in the case of grounded semantics. If the probability is ternary 0, 0.5 or 1, then the
acceptability probability with the grounded is P-hard. Finally, in [20] a new fast algorithm to
compute the ground extension has been proposed for classic AF. It could be interesting to study
how this algorithm can be extended to PrAF.

The constellations approach [13] suffers of a high complexity due to the exponential number
of generated worlds. In order to tackle this, we propose to compute the acceptance probability of
an argument with a new function, which is able to give the same score in linear time when we
curb to uncontroversial acyclic PrAFs. As future work, we will investigate how to extend this
function to controversial and cyclic PrAFs, then how to compute the probability of acceptance of
a set of arguments, and finally how to extend it to other semantics.
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