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Abstract
Recently some new gradual argumentation semantics have been proposed based on different fuzzy
multi-preferential semantics for weighted conditional knowledge bases with typicality. In this abstract
we report about ongoing issues, including multi-valued variants of the gradual semantics, probabilistic
semantics for weighted argumentation, and proof methods.

This extended abstract reports about some work [21, 22] investigating the relationships between
the weighted conditional knowledge bases with typicality, under fuzzy semantics, and gradual
argumentation semantics [13, 30, 17, 18, 2, 4, 3]. It then discusses extension of this work in
the direction of allowing defeasible reasoning and probabilistic reasoning over argumentation
graphs, and also considers many-valued semantics for weighted argumentation, for which ASP
encodings of preferential entailment have been investigated [28].

In previous work [21, 22] some weighted argumentation semantics have been proposed,
inspired by some multi-preferential semantics of commonsense reasoning, first introduced for
description logics with typicality [26, 27]. Preferential description logics have been studied in
the last fifteen years with the aim to model inheritance with exceptions in ontologies, based
on the idea of extending the language of Description Logics (DLs) by allowing for non-strict
forms of inclusions, called typicality or defeasible inclusions, of the form T(𝐶) ⊑ 𝐷 (meaning
“the typical 𝐶-elements are 𝐷-elements" or “normally 𝐶’s are 𝐷’s"), with different preferential
semantics [23, 10] and closure constructions [12, 11, 24]. Defeasible inclusions correspond to
Kraus, Lehmann and Magidor (KLM) conditionals 𝐶 |∼ 𝐷 [33, 34], and defeasible DLs inherit
and extend some of the preferential semantics and closure constructions developed within
preferential and conditional approaches to commonsense reasoning [37, 34, 20, 6].

A concept-wise multi-preferential semantics for weighted conditional DL knowledge bases
(KBs) has been proposed [26, 27] to account for preferences with respect to different concepts, by
allowing typicality inclusions T(𝐶) ⊑ 𝐷 with a rank [26] or weight [27], for some distinguished
concepts 𝐶 . The semantics exploits multiple preferences with respect to concepts, and different
semantic closure constructions have been considered, in the spirit of Lehmann’s lexicographic
closure [35] and Kern-Isberner’s c-representations [31]. The concept-wise multi-preferential
semantics has also been proven to have some desired properties from the knowledge repre-
sentation point of view (see [26] for the two-valued case). It has been shown [27] that the
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multi-preferential semantics allows to describe the behavior of Multilayer Perceptrons (MLPs),
after training, in terms of a preferential interpretation.

The relationships between preferential and conditional approaches to non-monotonic rea-
soning and argumentation semantics are strong. Let us just mention the work by Geffner and
Pearl on Conditional Entailment [20]. To investigate the relationships between the fuzzy multi-
preferential semantics for weighted conditionals and gradual argumentation, the notions of
coherent, faithful and 𝜙-coherent [21] (fuzzy) multi-preferential semantics have been proposed
for weighted argumentation graphs, where positive and negative weights are associated to pairs
of arguments.

Let us shortly report the 𝜙-coherent semantics from [21]. Let a weighted argumentation
graph be a triple 𝐺 = ⟨𝒜,ℛ, 𝜋⟩, where 𝒜 is a set of arguments, ℛ ⊆ 𝒜×𝒜 and 𝜋 : ℛ → R.
A labelling of the graph 𝐺 is a function 𝜎 : 𝒜 → [0, 1] which assigns to each argument an
acceptability degree, i.e., a value in the interval [0, 1].

For a weighted graph 𝐺 = ⟨𝒜,ℛ, 𝜋⟩ and a labelling 𝜎, we define a weight 𝑊𝐺
𝜎 on 𝒜, as

a partial function 𝑊𝐺
𝜎 : 𝒜 → R, assigning a positive or negative support to the arguments

𝐴𝑖 ∈ 𝒜 such that 𝐴𝑖 has incoming edges, as follows: 𝑊𝐺
𝜎 (𝐴𝑖) =

∑︀
(𝐴𝑗 ,𝐴𝑖)∈ℛ 𝜋(𝐴𝑗 , 𝐴𝑖) 𝜎(𝐴𝑗).

Otherwise, 𝑊𝐺
𝜎 (𝐴𝑖) is left undefined. The weight of an argument is exploited to define different

argumentation semantics for a graph 𝐺. In particular, given a function 𝜙 : R → [0, 1], a
labelling 𝜎 is a 𝜙-coherent labelling of 𝐺 if, for all arguments 𝐴𝑖 ∈ 𝒜 s.t. 𝐴𝑖 has incoming edges,
𝜎(𝐴) = 𝜙(𝑊𝐺

𝜎 (𝐴)). The labelling of arguments without incoming edges in 𝐺 is arbitrary,
provided the constraints on the labellings of all other arguments can be satisfied.

The relationship of the 𝜙-coherent semantics with the family of gradual semantics studied
by Amgoud and Doder [2] has also been investigated, by slightly extending their gradual
argumentation framework to deal with positive and negative weights to capture the strength of
supports and of attacks. A correspondence between the gradual semantics based on a specific
evaluation method 𝑀𝜙 and 𝜙-coherent labelings has been proven [22]. Unlike the Fuzzy
Argumentation Frameworks by Jenssen et al. [30], where an attack relation is a fuzzy binary
relation over the set of arguments, here real-valued weights are associated to pairs of arguments.

Since a deep neural network can be mapped to a weighted conditional knowledge base [27],
it can as well be seen as a weighted argumentation graph, with positive and negative weights,
under the proposed semantics. This is in agreement with previous work on the relationship
between argumentation frameworks and neural networks, first investigated by D’Avila Garcez,
Gabbay and Lamb [14] and recently by Potyca [38] (we refer to [22] for comparison).

A many-valued argumentation semantics can as well be defined by replacing the set of
truth degrees 𝒮 = [0, 1] in the fuzzy preferential semantics above with the finite set 𝒞𝑛 =
{0, 1

𝑛 , . . . ,
𝑛−1
𝑛 , 𝑛𝑛}, for some integer 𝑛 ≥ 1. This also requires introducing, for each activation

function 𝜙, a function 𝜙𝑛 which approximates 𝜙(𝑥) to the nearest value in 𝒞𝑛. An ASP approach
for reasoning under finitely multi-valued 𝜙-coherent semantics for weighted KBs has been
proposed in [28], exploiting asprin [8] for defeasible reasoning, selecting preferred answer sets.
As a proof of concept, the approach has been experimented for checking properties of some
trained MLPs. This encoding can be used as the basis of other ASP solutions for the multi-valued
𝜙-coherent argumentation semantics, which exploit state of the art ASP solving, including
fuzzy ASP solving [1] and custom propagation based on the clingo API. An objective is to use



ASP solvers is the verification of conditional properties over weighted argumentation graphs,
such as "does normally argument 𝐴2 follow from argument 𝐴1 with a degree greater than 0.7?",
which can be formalized by defeasible implications of the form T(𝐴1) → 𝐴2 > 0.7, both in the
fuzzy and many-valued case, where T(𝐴1) refers to the typical situations in which 𝐴1 holds.

Observe that a labelling of arguments in [0, 1] (or in 𝒞𝑛) can be extended to boolean com-
binations of arguments by using fuzzy combination functions, e.g., by letting 𝜎(𝐴1 ∧ 𝐴2) =
𝑚𝑖𝑛{𝜎(𝐴1), 𝜎(𝐴2)}, using the minimum t-norm as in Gödel fuzzy logic. This suggests that a
general approach can be developed to define a preferential interpretation of an argumentation
graph, starting from a set of labellings ∆ in a given gradual semantics, to allow for defeasible
reasoning over the argumentation graph. The conditional properties of the graph can be formal-
ized in a many-valued logic with typicality, i.e., a many-valued propositional logic in which
arguments play the role of propositional variables, and a typicality operator is allowed, as in
Propositional Typicality Logic [7], but with a multi-preferential semantics. This is in line with
the correspondence between Abstract Dialectical Frameworks [9] and Nonmonotonic Condi-
tional Logics studied by Heyninck, Kern-Isberner and Thimm [29], considering two-valued
models, the stable, the preferred semantics and the grounded semantics of ADFs.

The fuzzy interpretation of arguments also allows a notion of probability to be associated to
arguments in a weighted argumentation graph, based on Zadeh’s probability of fuzzy events [39].
The approach has been considered for providing a probabilistic interpretation of SOMs after
training, starting from their fuzzy interpretation [25], by exploiting a recent characterization of
the continuous t-norms compatible with Zadeh’s probability of fuzzy events (𝑃𝑍-compatible
t-norms) by Montes et al. [36].

For a given gradual semantics with domain of argument valuation [0, 1], it suggests an
epistemic approach to probabilistic argumentation, in which arguments 𝐴𝑖 play the role of
fuzzy events, with membership function 𝜇𝐴𝑖 : ∆ → [0, 1], where 𝜇𝐴𝑖(𝜎) = 𝜎(𝐴𝑖) (and
similarly for boolean combinations of arguments). Assuming a discrete probability distribution
𝑝 : ∆ → [0, 1] over a set ∆ of possible labellings 𝜎 of the graph in some gradual semantics
(e.g., in the 𝜙𝑛-coherent semantics), one can define the probability of a boolean combination of
arguments 𝛼 as: 𝑃 (𝛼) =

∑︀
𝜎∈Δ 𝜎(𝛼) 𝑝(𝜎). When the labellings are two-valued (𝜎(𝛼) is 0 or

1), this definition relates to the probability of a boolean term 𝛼 by Hunter and Thimm [19].
We let the conditional probability of 𝐴 given 𝐵, where 𝐴 and 𝐵 are boolean combinations

of arguments, to be 𝑃 (𝐴 | 𝐵) = 𝑃 (𝐴 ∧ 𝐵)/𝑃 (𝐵) (provided 𝑃 (𝐵) > 0). As observed by
Dubois and Prade [15], this generalizes both conditional probability and the fuzzy inclusion
index advocated by Kosko [32]. Then, 𝜎(𝐴) can be interpreted as the conditional probability of
argument 𝐴, given labelling 𝜎 (i.e., the degree of belief we put into 𝐴 when we are in the state
represented by labelling 𝜎, a subjective probability).

Observe that, while it has been proven [39, 36] that this notion of probability satisfies
Kolmogorov’s axioms, some properties of classical probability may be lost (depending on
the chosen combination functions), as a consequence of the fact that not all classical logic
equivalences hold in a fuzzy logic. This approach has been experimented in the verification of
properties of some feedforward neural networks under the 𝜙-coherent semantics [28], in the
finitely-valued case, using Gödel combination functions with standard involutive negation, and
we aim to extend the experimentation of the proof methods to general argumentation graphs.
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