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Abstract  
In previous papers [10, 8, 9] we discussed ISO/IEC 25000 application when new quality 

measures are defined. The definition of product quality measures for ML is challenging, 

because of the huge number of algorithms and their implementations, that implies a huge 

number of measures, too. In continuity with papers above, and consistently with ISO standards, 

we show through examples of measures of ML accuracy and explainability, how to define 

practical ISO/IEC 25000 compliant product quality measures for AI. Moreover, the paper can 

be considered for the works in AI standardization area.  
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1. Introduction 

Policy makers, industries, and academia are 

facing the problem of building trust in AI; in the 

following we present a positive perspective, based 

on the actual scientific and standardization 

context, that can contribute to building trust in AI 

through a quantitative approach. Then, the paper 

focuses on open quality metric issues and 

proposes a solution. 

 

2. Standardization context in AI 

Policy makers have addressed the issue of AI 

trustworthiness mainly, but not only, to the 

international standardization body ISO/IEC SC42 

and to the European standardization body 

CEN/CENELEC JTC21 that have in charge the 

drafting of technical standards in support of 

industry and of lawful rules. For the scope of this 

paper, we consider, among the others, the 

standards based on ISO 25000 series that define 

or contribute to define product quality for an AI 

product [21].  The assessment of product quality, 

possibly together with the assessment of process 
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quality [22], will be performed in the near future 

on voluntary or mandatory basis, in the former 

case to promote trustworthiness in AI systems, in 

the latter case to get compliance to rules [23]. In 

the following, we focus on ML based AI systems 

[15]. 

 

3. Quality models for AI 

In the following we sum up the status of AI 

product quality standardization and possible 

future direction to move on. 

Product quality is faced by SQuaRE project 

that is described in ISO/IEC 25000 series and is 

based on quality model and its measures. 

In a very brief manner, there are 4 quality 

models: (1) software, (2) data, (3) quality in use, 

(4) service. Over each model is defined a set of 

characteristics (for (1) reliability, defectivity, etc. 

for (2) currentness, accuracy, consistency, etc. for 

(3) usability, freedom from risk, etc. for (4) 

responsiveness, IT service maintainability, etc.), 

and in turn, over each of the characteristic are 

defined basic measures, (e.g. the measure 

‘number of duplicated items’ for characteristic 



 

 

‘consistency’ in (2) or the measure ‘failure rate’ 

for characteristic ‘maturity’ in (1)).  

The ISO/IEC 25000 itself foresees the 

possibility to extend the model to specific 

technologies like AI, through the definition of 

new characteristics and new measures.  

Exploiting this possibility, SQuaRE quality 

models for ML data and product were faced in 

[17] and in [16], where peculiar ML aspects, such 

as bias and trustworthiness are addressed through 

new specific characteristics like, but not only, 

‘similarity’ for the former and ‘accuracy’ and 

‘transparency’ for the latter. 

Explainability and controllability, are also 

dealt in specific ISO/IEC standards under 

development. 

4. Categorization 

Firstly, it should be noted that generally is 

easier to design data quality measures that 

software quality ones, because most of former are 

influenced simply by data values 

[7][17][12][13][14][8][9] while the latter are 

influenced by many context variables [6][16] and 

so they are harder to measure; moreover, to get the 

software measures comparable, the software 

should be categorized. The need of software 

categorization emerged since the early stage of 

SQuaRE project and was addressed in [24], that, 

among the purposes, includes the quality support 

through the appropriate association and weight 

between type of software and quality 

characteristics (e.g. for an home-banking software 

it is important ‘accessibility’, for a defense or 

medical software it is important ‘reliability’); this 

association and its  weight (see also [26]), allows 

in turn the design of the relevant measures and 

helps homogeneous product quality evaluation by 

software category. 

Applying the categorization approach to AI 

requires more careful analysis than non-AI 

software, as further considerations are needed: for 

example, the characteristic of ‘reliability’ should 

lead the evaluation of software for x-ray image 

processing, but the characteristic of 

‘transparency’ or ‘explainability’ should lead the 

evaluation of software for an x-ray automated 

diagnosis instead. 

 

 
2 for ‘algorithm’ it is intended the categorization of the code that 

perform the task, e.g., for the classification task, the ‘algorithm’ can 

5. Quality measures for ML 

In this perspective, an overall quality score Qs 

could be a sum of j-measurements Mij for each of 

the Wi weighted i-characteristics selected for the 

evaluation, and should be comparable with the 

relevant benchmarks Bij: 

 

𝑄𝑠 =∑𝑊𝑖 ∙∑
𝑀𝑖𝑗

𝐵𝑖𝑗

𝑚

𝑗=1

𝑛

𝑖=1

 

The main issue for designing and applying 

measures in a ML context seems the manifold of 

implementations, more than 82000 according to 

[27].  

We can define the implementation I as a 

function of 

 

1) I = I(method, algorithm(library, parameters),   

training(dataset, process)) 

 

where: 

 

‘method’ is the high-level categorization, about 

40 in [18] like decision tree, k-means clustering, 

neural networks, and others 

 

‘algorithm’ is the type of method2 (es. ResNet for 

method=NN) 

 

‘library’ contains the code to be invoked for 

evaluation (see machine learning process in [52])  

 

‘parameters’ are the configuration data of the 

algorithm. 

 

‘training’ includes dataset (ImageNet, 

MNIST,…) and process (initialization, 

retraining,…).  

 

Then, we can define 

 

2) Mij=Mij(I) 

 

and taking into account 1) 

 

3) Mij=Mij(method, algorithm(library, 

parameters), training(dataset, process)) 

 

With those definitions, benchmark Bij is the best 

value Mij for the time being (e.g., for a full year) 

be either a neural network, or a decision tree, or a support vector 

machine, or other. 



 

 

for the i-characteristic and the j-measure3 among 

all the K implementations of Ik 

 

4) Bij=maxk Mij(Ik)  k=1,..,K 

 

In the function I, the argument ‘library’ specifies 

the code or library that represents or simulates the 

code to be measured. This approach follows the 

global research community attempt to describe 

performance of most of the papers through their 

code, that is often available and public (see e.g. 

GitHub that hosts Linux Foundation projects in 

the category of Trusted and Responsible AI e.g. 

[28], [29], [30], [31], [32], [33], [34], [35], [36], 

[37], and others [38][43] that are relevant for 

explainability metrics). It should be noted that 

some of the biggest metric projects are led or 

supported by big companies like Meta Research 

[27], IBM [42], Microsoft Research [43]. In 

addition to these resources, there are others like 

Scikit-learn, and computing tools, like Matlab or 

Wolfram, that have developed their own ML 

libraries, mainly on the most consolidated 

algorithms, for free or commercial use. 

 

6. Use case 1: accuracy 

In figure 1 below an example where the i-

characteristic is accuracy, and the j-measure is 

based on multi-class classification metrics [25] 

and calculated for the test dataset ImageNet for 

various image classification algorithms (from 

ZFNet to NFNet of the neural network method); 

figure 1 shows the progress Bij of different 

implementations since 2014 (points in grey are 

non-top performing implementations for the 

date).  

See also [25] for comparison with ISO benchmark 

definition. 

 

 
3 in (4) the j-measure is supposed as scalar; if the j-measure is a vector 

or a matrix, the expression (4) should be adapted. 

 
Figure 1: Benchmarks for Image Classification 
through neural network implementations [27] 

 

As an example, the grey points of the figure 1 

can be calculated repeating along the time the 

measurement Mij, where the i-characteristic= 

accuracy, and the j-measure Hamming loss (j=1) 

where Ik is defined in (1). 

To get measurements as homogeneous as 

possible while grouping commonalities, it is 

advisable that in (1) some variables are not 

varying, for figure 1 they are: 

 

‘method’              = Neural Network, 

  

‘training dataset’ = Imagenet, 

 

‘process’              = one-step training, and  

 

‘library’               = library_url, 

  

then 1) becomes: 

 

1a)  I = I(algorithm(parameters)) 

 

With such assumptions, we can define a k-

family measure, as a group of measures where any 

measure belonging to a family differs from any 

other of the same family only for the value of a 

subset of variables of the relevant 

implementation. An example of a k-family 

measure is in table 1, where, for the measurement 

function ‘Hamming loss’, the measures of the 

same k-family share the same method, library, and 

training; moreover, each family differs one from 

the other for the algorithm and its parameters. 

 



 

 

Table 1 
Accuracy k-family measure – Hamming loss 

ID Accu-ML-1-k 

Name Accuracy of Neural Networks 
for classification task  

Description  Hamming loss for 
classification Neural 
Networks 

Measurement 
function 

X= L (Ik, O, Q) 
L is the Hamming loss [27] 
Ik is the k-implementation 
NOTE 1 
O is the set of observations   
Q is the set of predictions 

NOTE 1 Ik = Ik (method, algorithm (library, 
parameters), training (dataset, process))  
   where: 
method       = {Neural Network}  
algorithm    = {type of NNk} 
library          = {library_url} 
parameters = {parametersk} 
training        = {Imagenet, one-step training}  

 

In the example above, the ID is in the format 

  

(5)  CCCC-ML-F-k,  

 

where: 

 

CCCC is the acronym of the characteristic 

relevant for the measure 

 

ML identifies the Machine Learning application 

 

F is the number assigned to the measurement 

function family 

 

k is the number assigned to the measure of the G 

family 

  

For example, the family of measures of 

accuracy trough F1 score of NNs trained with 

dataset MNIST over a certain library can be 

identified by ID = Accu-ML-5-k.  

For the correct identification in case of more 

detailed measurement function, the ID can be 

further extended in the format [4][10]: 

 

(6)  CCCC-ML-F-k-AA-v 

 

 
4 According to [16], explainability is not a tier-1 characteristic; in this 

paper, ‘explainability’ is relevant to ‘transparency’ that in turn is a 

7. Use case 2: explainability 

In the following it is provided a second use 

case of an ML measure relevant to the sub-

characteristic4 ‘explainability’. 

As an example, but not the only one, in the 

field of medicine, the questions to answer are: can 

an AI automated x-ray diagnosis compete with a 

professional diagnosis? Do the patient trust in the 

AI outcome? Some researchers are discouraged 

from answering such questions [19] and conclude 

that “unless there are substantial advances in 

explainable AI, we must treat these systems (AI 

automated diagnosis system) as black boxes”. 

Being out of the scope of this paper to define any 

requirement towards clinical procedures or 

protocols, but keeping in mind health 

professionals’ concerns, in the following we 

propose a possible design of an explainability ISO 

25000 compliant measure. 

Explainability [39][40] plays an important role 

as it can help evaluation and risk assessment [41]. 

As a rough definition, explainability helps 

humans to understand the work done by the ML 

system and can be measured considering the more 

salient features that influence the ML decision or 

forecast; usually the metric for explainability is 

based on the higher-scored features, measured 

through numerical values or heatmap pixels. In 

other words, it is attempted to explain decisions 

(e.g. a classification outcome like ‘this is a dog’) 

splitting the whole input data in smaller portions 

(features) and permuting the input example or 

altering it; those altered input data usually 

produce an altered decision and allow to identify 

which input alterations were most likely to change 

the output decision. If the input data is an image, 

for example by occluding one by one of the n 

featured parts of the image, the explanation will 

produce an heatmap that indicates the m<n image 

parts that contributed the most to the decision.  

Explainability measurements can be used in 

conjunction with accuracy ones for assessing 

purposes; for example, in [47] the measurement 

function implements the F1 score for accuracy 

measure, and the CAM heatmap for explainability 

measure. 

 

sub characteristic of ‘usability’. For the sake of simplicity, in the 

following it will be referred as a tier-1 characteristic. 



 

 

 
Figure 2a: Explainability through Grad-Class 
activation mapping (Grad-CAM) [20]- X-ray chest 

 

 
Figure 2b: Explainability through Grad-Class 
activation mapping (Grad-CAM) [20]- Diagnosis 
heatmap 

 

The area5 in red in figure 2b is the area (2D 

feature) of the chest that mainly driven the ML 

system to the diagnosis of pneumonia from the 

analysis of the x-ray image of figure 2a. 

The same approach can be used for example to 

explain why a credit request on behalf of an 

enterprise is rejected by a ML decision support 

system used by a bank. In this case it is useful to 

understand which are the single items that more 

contributed to the credit rejection decision; in this 

example they are the enterprise financial health 

indexes (features) like Book Value of Total Debt 

(MVE_BVTD), Sales\Total assets (S_TA), 

industry, and other features. The ML was trained 

with the dataset of historical credit rating, that 

contained the decisions made on past lending 

requests based on financial indexes of requesting 

enterprises. A typical way to measure such 

contributions is calculation of Shapley values 

[48]. Following the previous use case and 

definition (1), we can define an example of the 

 
5 The explanation measurement in figure 2b is an heatmap matrix and 

not a scalar numeric value. At the same manner, the measurement 

function X in table 2 is a vector (1xF). 

measurement Mij, where the i-characteristic= 

explainability, and the j-measure is Shapley 

values (j=1) and method and algorithm in (1) are 

not referred to the original ML model but to the 

simulated one, the so-called ‘explanation model’: 

 

Table 2 
Explainability k-family measure – Shapley values 

ID Expl-ML-1-k 

Name Shapley values  

Description Explainability through 
Shapley values 

Measurement 
function 

X= S (Ik, G, O, Q) 
S is Shapley values vector 
(1xF) NOTE 1 
Ik is the k-implementation 
NOTE 2 
G is the training matrix (NxF)  
O is the training ouput 
vector (1xN)  
Q is the query point (1xF) 
NOTE 3 

NOTE 1 F is the number of features 
NOTE 2 Ik = Ik (method, algorithm (library, 
parameters), training (dataset, process))  
    where: 
method       = {Regression model}  
algorithm    = {Shapley valuek} 
library          = {library_url} 
parameters = {parametersk} 
training        = {Credit Rating Historical, one-
step training}  
NOTE 3 the query point belongs to a ‘local’ 
domain D 

 

Again, the expression (1a) holds, as we have 

chosen in table 2 to group by k the algorithms and 

parameters as there are more than one ‘Shapley 

values’ possible ways of calculation.  

The influence of training data G and O on the 

regression parameters of the machine, suggests 

that even the description of the measure Expl-ML-

1-k shall be intended as a general measure that is 

not suitable for practical purposes; therefore, the 

measures in table 2 should be further detailed 

through: 

 

i. a new ID in the format (6), 

ii. the specification of the domain D allowed 

for query points (as the explanation 



 

 

model works fine only for local query 

points). 

 

Under the same code of the model and the 

same training dataset and training process, the 

specific measure can be applied in practice for all 

the query points in the local defined domain. Such 

a further specification is needed, for example, to 

check if the ML is ‘explainable’ for an enterprise 

that belongs to an industry that was not (outlier) 

in the training data (as the enterprise financial 

indexes are the query point). 

 

8. Proposal 

To establish a framework of meaningful and 

comparable measures for AI applications requires 

a new approach: the manifold issue compels us to 

define as many measures and specific benchmarks 

as the thousands of tasks, algorithms, dataset 

combinations are. This is why general measures 

would be hard to practice and would be not 

comparable. 

Then, consistently with the structure of 

libraries available from the AI research 

community, we derived the definition (2) 

Mij=Mij(I), that is applied both in the example in 

Table 1 for accuracy and in Table 2 for 

explainability. Both examples represent the 

proposal: it consists in a detailed product quality 

measure design and documentation that includes 

algorithm, training dataset, library code and 

parameters; moreover, it was considered the 

chance to group by family homogeneous 

measures. Last but not the least, the proposal is 

conceived to be compliant to ISO/IEC 25000. 

 

9. Conclusion 

The spread of AI applications in fields like 

finance, healthcare, transportation, urges to build 

trustworthiness in users; policy makers are facing 

this issue and so developing several norms, e.g. 

[49, 50, 51]. 

The contribution of ISO 25000 models and 

measures to the construction of a trusted AI 

environment is already recognized [16], but it will 

be maximally effective only if the measurements 

will be appropriately assessed, and benchmarks 

will be available. A way to do this, is through the 

approach proposed that in turn is strictly based on 

the actual categorization and organization of AI 

libraries developed by the research community 

[27-38, 42, 43] and inspired by successful similar 

experiences in creating listed measures [46].  

The present proposal, as well as the measure 

naming and process described in [10], could be 

considered by the ISO SC42 and SC7 relevant 

working groups for the standardization work in 

progress. 
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