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Abstract
The paper examines co-creative writing systems, and argues that existing Large Language Models could potentially reduce
human capacity. Furthermore, existing sociocultural inequalities might be exacerbated by the widespread adoption of such
generative systems. The paper instead suggests a custom approach, using co-creative poetry writing as an example. The
system has architectural changes from typical language models to better support poetry. It also uses rap lyrics as part of the
training data in order to help reduce sociocultural bias. A high level system implementation is proposed along with some
evaluation methods. Evaluation is based on expert judgement on final outputs, and user performance on language tasks
associated with human creativity. The final section of the paper explores how and why alternatives to existing co-creative
systems could benefit individual users as well as wider society.
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1. Introduction
This paper examines co-creative systems using poetry
writing as an example. Within the paper ’poetry’ includes
song lyrics. Section one of the paper explores poetry in
terms of human creativity. Poetry is chosen as it is a
creative task that non-expert humans can outperform
machines on vs creative outputs such as image genera-
tion. After introducing the case for poetry, there is an
exploration of recent work in generative computational
systems. As well as being the technical state of the art,
these systems provide a conceptual framework to explore
sociocultural issues such as bias and inclusion. Section
one then explores a range of poetry-specific systems and
ends with a more detailed case study. The case study
examines a system that combines elements of more pow-
erful general models and custom architectural features
specific to poetry writing. Section two details the eval-
uation issues and methods that might be employed for
the proposed co-creative system. The emphasis on this
section is on how to evaluate human improvement over
time. Section three explores a high level implementation
of the system. It builds on the evaluation to propose
both an architecture and a method to testing if the pro-
posed system has, in principal, any benefits over and
above those described in section one. Section four is a
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discussion of the social and cultural limitations of current
generative systems. It expands on section one in explor-
ing bias and proposes a mitigation through the use of rap
lyrics. Section five describes the theoretical and practical
limitations of the paper as well as future work. Section
six provides a summary of the paper’s contribution. The
section ends with answers to the question: why try to
build try to build a co-creative poetry system that makes
people feel that they have “creative superpowers”?

1.1. Human Creativity
Human creativity is the ability to come up with ideas or
artefacts that are new, surprising, and valuable. Rather
than a solitary act, it results from the interaction of social
elements; a culture that contains symbolic rules, a person
who brings novelty into the symbolic domain, and peo-
ple who recognise and validate the innovation. [1, 2, 3].
Boden makes a further distinction between psychological
and historical creativity (P-creativity and H-creativity).
P-creativity involves coming up with an idea that’s new
to the person who comes up with it. H-creativity means
that (so far as we know) no-one else has had it before:
it has arisen for the first time in human history [2, 4].
Machine learning models have the potential to support
human creativity [5, 6, 7]. However, questions remain on
their design and influence in augmenting human capacity
as opposed to reducing it [8, 9, 10]. Shneiderman sug-
gests that "researchers’ goals shape the questions they
raise, collaborators they choose, methods they use, and
outcomes of their work."[11]. This leads to the question:
how can designers of programming interfaces, interactive
tools, and rich social environments enable more people
to be more creative more often? [12]
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Language Model Characteristics

Table 1
Summary of State-of-the-Art Language Models by Size, Model Type and Ownership

Model Name Parameters Model Type Owner

BERT 110 - 340 million Transformer Google
GPT-2 1.5 billion Transformer OpenAI

LaMDA 137 billion Transformer Google
GPT-3 175 billion Transformer OpenAI

ChatGPT/InstructGPT 175 billion Transformer OpenAI
BLOOM 176 billion Transformer BLOOM Project

Megatron-Turing NLG 530 billion Transformer Microsoft and NVIDIA
PaLM 540 billion Transformer Google
GLaM 1 trillion Mixture of Experts Google

1.2. Computational Systems
In computational terms, automated systems are now
capable of writing poetry approaching human levels
[13, 14, 15]. Karimi et al consider three three main strate-
gies by which the role of humans in creative systems can
be characterized: fully autonomous systems, creativity
support tools, and co-creative systems [16]. Although
the paper is primarily concerned with co-creative sys-
tems, it will to blend the categories where necessary. The
reasoning for this is that the human users do not make
the same distinctions; also, the features and usage are of-
ten blended in the real-world, e.g an autonomous system
that is used by a creator as an input and thus becomes a
support tool and/or co-creative system [10]. The next sec-
tion briefly outlines the state of the art in computational
writing systems.

Language models (LMs) refer to systems that are
trained on string prediction tasks: predicting the like-
lihood of a token (character, word or string) given either
the preceding context or its surrounding context. Such
systems are unsupervised and when deployed, take text
as input, and output scores or string predictions [17].
Large Language Models (LLMs) trained on sufficiently
large and diverse data sets are able to perform well across
domains and there is a correlation between model per-
formance and size [18]. State-of-the-art models are able
to generate text that approach or surpasses that of some
humans[13, 14, 15, 19]. The emphasis on some humans
is an important with respect to user characteristics; in
broad terms, humans co-creating poetry can be consid-
ered as either inexperienced or advanced users. Research
on creative tasks such as improvisation suggests that
users vary in cognitive processing based in part on their
experience and skills levels[20, 21]. A well-designed co-
creative system should therefore take differences in user
support needs into account [8, 9, 22].

1.3. General Purpose Language
Generation

LLMs are trained to predict the next word, or series of
words, in a a text sequence. They model text corpora as
probability distributions. Users write a short text prompts
to tell the system what to generate. Depending on how
many examples are provided in the text prompt, the sys-
tem is referred to as zero-, one-, and few-shot learning
[13, 15, 17]. Pretrained language models have become
a cornerstone of modern natural language processing
(NLP) pipelines because they often produce better per-
formance from smaller quantities of labeled data [23].
Within general LLMs, the transformer has established
itself as best performing on benchmark language process-
ing tests [13, 15, 24]. As well as being able to perform
tasks such as text summarising and question answer-
ing, LLMs have the potential to support creative writing
[6, 8, 9]. Current state-of-the-art LLMs are summarized
in table 1. However, despite impressive technical achieve-
ments, LLMs have limitations including: (a) models, as
they scale, might eventually run into the limits of any pre-
training objectives; (b) the models are expensive and dif-
ficult to perform inference on; (c) model decisions are not
easily interpretable; (d) the majority of the research com-
munity, and by extension disadvantaged social groups,
have been excluded from the development of LLMs as
they are proprietary (see table 1) and, (e) most LLMs are
primarily trained on English-language text that contains
data biases [13].

1.4. Poetry Specific Language Generation
Creating poetry is creative skill that requires extensive
vocabulary, phonemic awareness to produce complex
rhyme patterns, and general knowledge of enough sub-
jects about the world to be able to tell interesting stories
about a range of topics [20, 25, 26, 27].



Poetry Creation Systems

Table 2
An Overview of Selected Poetry Writing Tools by Type

Type Example Key Features Constraints

Autonomous ChatGPT Natural language input Plain text output
Generates poems and lyrics Customisation by text prompt

Autonomous co:here Natural language input Plain text output
Generates poems and lyrics High latency

Autonomous Rytr UI has song lyric option Uses GPT-3 models
Extensive text processing Not trained on song data

Support RhymeZone Rhyming dictionary/thesaurus Single word only
Generates rhyme suggestions Cannot be used to write text

Support Rhymer Rhyming dictionary Single word only
Generates range of word types Cannot be used to write text

Support Poetry Foundation Poetry archives and tutorials No support for real-time creation
Guides user to external resources No user customisation options

Co-creativity Poem Generator Customise inputs to create poem Input variables fixed
Variety of formal poetic outputs Limited user interaction or feedback

Co-creativity DeepBeat Generates and/or suggests lyrics Confusing user interface
Displays sources of lyric inspiration Unoriginal output vs GPT-3 models

Co-creativity Verse by Verse Suggests stanzas in style of known poets Limited forms of poetry
Language model accounts for bias Trained on selected U.S poets

1.5. Overview of Poetry Support Tools
Historically, poetry creation systems tended to built on
the model of the an AI writing a full poem by itself, thus
writing in a closed system [28, 29, 30, 31]. Early sys-
tems tended to be rule-based [32]. More recently, some
approaches have started to explore human interaction
when composing poems[33, 34]. Table 2 provides a broad
summary of selected systems including autonomous, sup-
port tools and co-creative as defined by Karimi et al [16].
The category distinction helps frame a range of (human)
creative processes and (technology) interactions. It is
also a useful way to consider ways in which the pro-
posed system is different to those that currently exist;
and as importantly, ways in which it is similar. At a high
level, the autonomous systems are designed to be able
to create finished works (sometimes called ’products’ or
’artefacts’). The support tools are used as part of the
creative workflow. For instance, RhymZone or Rhymer
help a user find words that sound similar to those they
might use in a poem [35, 36]. Co-creative systems facili-
tate humans and computational systems to make shared
products. That said, the distinction is not fixed. For
example, Rytr, contains text editing, display and other

features that allow it to operate as both a co-creative and
autonomous system [37]. Having looked at the computa-
tional systems, it is instructive to briefly consider poetry
writing from a human perspective. It will help inform
the design of a new poetry writing system.

Writing poetry requires a range of general creative
skills that can be framed in terms of divergent and conver-
gent thinking; these are used in varying ways throughout
a multi-stage writing process. For simplicity, the stages
include (a) exploration which is characterised by diver-
gent thinking [21, 38, 39, 40]; (b) focused work is uses
convergent thinking [21, 41] and, (c) re-drafting. It is
useful in the stages to distinguish between internal and
external co-creation system activities. Internal is when
the user interacts with the system in real-time, e.g writing
or redrafting text; external is when the user participates
in activities such as browsing, reading or other things
that do not not use the system. The framing of internal
and external system activities is based on the reasoning
that; (a) skill: inexperienced users are unlikely to possess
the improvisational skill required to create full poems in
real-time due to cognitive processing constraints [20, 42];
(b) speed: users might choose to write poems over mul-



tiple sessions, in this case external system stimuli could
have supported the writing; (c) knowledge: advanced
writers are usually familiar with a body of existing that
informs their work [1] and, (d) process: reflecting and
redrafting is an important part of writing . The reflecting
stage often takes place separately to the creation of the
work itself [1, 10].

1.6. Case Study: Verse by Verse

Figure 1: Google’s Verse by Verse: users select from a range of
US poets and custom design a poem by choosing from features
including the number of syllables per line and the number of
stanzas.

Screenshot from Verse by Verse application by Google

Google Research Verse by Verse is relevant case study
as it is arguably the most technically advanced poetry-
specific generative system. As well as using transformer
model architecture, it also uses informational retrieval,
and considers bias within its design. Verse by Verse aug-
ments user poetry composition by offering suggestions
to a user as they compose a poem. The authors of the
system argue that relative to a creating full poems, "this
is a much more challenging task, as one needs be able
to offer suggestions with minimal latency while meeting
constraints of the poem structure and handle the chal-
lenges of user input[34]. Figure 1 shows part of the sys-
tem’s user interface (for PC). From a user’s point of view,
the experience is as follows (a) the user selects poet(s) to
inform the suggestions; (b) the user designs poem struc-
ture as illustrated in figure 2; (c) the user writes the first
line of text and, (d) the system offers suggestions in the
style of the poet(s) the user selected earlier. The user can
then work with, modify or have the system create new
verses. The Verse by Verse design has an external system
context that, in general , LLMs do not. To some extent,
the system helps poetry writers become better readers.
In his work on creativity it was suggested to Csikszentmi-
halyi that "the only way you become a poet...is because
you’ve read a poem...poetry depends on the whole po-
etic tradition of the past...you have to decide...out of all
that previous poetry, what is most interesting to me?"
[1] Verse by Verse, by making users aware of the work
of other poets, helps users become readers in order to

inform their own poetic development.

2. Experiment Design
Verse by Verse ran comparative evaluations of the system
against poems written by classic poets. Although the sys-
tem was intended to be used as an interactive co-creator
for the human writing a poem, the author’s stated it was
still worth evaluating how the system could perform on
its own in writing a poem given a first line of verse [34].
This approach has been adopted within the proposed sys-
tem experimental design, implementation and evaluation.
The next subsection explores evaluation prior to looking
at implementation. The rationale is that the evaluation is
perhaps a harder problem as it involves an intersection
of multiple disciplines (e.g. computational sciences, arts,
linguistics, and pedagogy). Implementation can mostly
be restricted to computational science domains.

2.1. Evaluation Overview
Evaluating co-creative systems is still an open research
question and there is no standard metric for measuring
computational co-creativity [16, 43]. Karimi et al describe
the limited research investigating how co-creative sys-
tems can be evaluated. They present four questions as a
way to compare how (existing) co-creative systems eval-
uate creativity: who is evaluating the creativity, what is
being evaluated, when does evaluation occur ,and how
the evaluation is performed [16]. Calderwood et al point
out that "writers engaged with co-creative systems are
looking for creative insight, something not measured by
perplexity or by a language model’s ability to solve the
canonical downstream NLP tasks [5]. For the evaluation
of the system proposed to be effective it is insightful to
restate its goals in more detail. The co-creative poetry
system’s goal is “making people feel that they have “cre-
ative superpowers”? To achieve this, the system supports
users to create better poetry than they might otherwise
have done without the system. The terms supports and
better will be further explored as they form the basis of
evaluation.

Augmenting human users is central to HCAI and a
contrast to a closed model that creates on behalf of the
user [8, 34, 44]. This point is made in recent work that
refers to pitfalls when designing human-AI co-creative
systems, as well as other work which asserts that gener-
ative models can help writers without writing for them
[5, 9, 22]. The arguments these, and similar work, make is
that too much automated creation can be at the expense
of human users [9, 22]. Adopting this thinking, it is use-
ful to evaluate the system and its users independently,
as well as in combination. This in theory allows (system)
internal and (human) internal and external measurement.



The end goal here is that human users develops their
capacity; this could be external to the system, whereby
the system as acted as a creative prompt. A description of
how this could work in principle follows. A later section
describes system implementation.

2.2. Process and Objectives
The system would run a number of experiments with the
purpose of establishing which system components most
support users to write “better” poetry; in goal terms,
better is evaluated (a) subjectively by users via a Likert
scale [45] and (b) by performance on related tasks such as
the Divergent Action Task, Bridge-the-Associative-Gap
Task, or rhyme creation and identification [46, 47]
The tasks would be completed external to the system.
The goals of the evaluation are to measure to what
extent users are actually improving their poetry writing
abilities, and the degree to which any improvement
is as a result of internal system features. For a user,
improvement is concerned with "the writer’s goals or
their desire to have an individual voice" [9]. With this
as a basis, the evaluation process takes the form of a
number of hypotheses and related experiments, the
purpose of which is to explore; (a) how well general
vs poetry specific language models can write full
poems; (b) if poetry specific language models can
better represent individual users style than generalised
language models; and, (c) the extent to which users
benefit when writing poems from system recommenda-
tions. The hypotheses and experiments are concerned
with poetic text style which describes the ways (an
author) uses language, including prosody, word choice,
sentence structure and use of figurative language [48, 49].

A central challenge for the proposed system is that
the development and attainment of an individual poetic
voice is highly subjective. Beyond subjectivity, poetry is
from a societal perspective often a question of cultural
value which over time may well change. In reference
to Kendrick Lamar’s 2018 Pulitzer Prize, a first for a rap
album, their administrator of prizes said, "..this is not a
genre we’ve seen celebrated before, so that in that sense
it’s historical." [50] Furthermore, as Boden states, "...even
in science, values are often elusive and sometimes change-
able...because values are highly variable, it follows that
many arguments about creativity are rooted in disagree-
ments about value. This applies to human activities no
less than to computer performance." [2]

1. Hypothesis-A that poetry specific language
generation could outperform general language
generation with respect to creating poems.
Experiment A: each system-state generates
complete poetic texts. The prompts would also

be given to users (inexperienced and advanced
) with the same constraints as the system in
terms of keywords, topics, character limits etc.
The evaluation for experiment A is by humans
who judge the quality of the poems (which
are anonymous) by a Likert scale and free text
summary.

2. Hypothesis-B that poetry specific language
generation customised for a given user could
outperform vanilla poetry specific generation
with respect to creating poems. Experiment B:
each system state generates complete poetic
text but some states are pretrained to customise
characteristics with respect to given users and
their poetic styles. The evaluation for experiment
B is by humans who judge the quality of the
poems by a Likert scale and free text summary.
The evaluation is focused on how well the poems
represent the given users’ individual style.

3. Hypothesis-C that external recommendations, full
or part poems, based on given user characteristics
are supportive with respect to users writing their
poems. Experiment C: for given users generated
poetic text inputs, the system state generates (ex-
ternal to system) poetic text recommendations
that the user reads and reflects on before complet-
ing their poem. The evaluation for experiment
C is by humans who judge how well the poem
recommendations helped them write poems in
the theme, topic or style they were attempting to
achieve.

The approach described provides a sense of how user
activities (internal and external) with respect to the sys-
tem can be evaluated. In practice, more fine-grained
evaluation criteria would be required based on further
research and operational or implementation design; as
far as possible, a complete system would have an aware-
ness of all relevant evaluation data including for instance,
external system reading of poems. At this stage, the
evaluation proposed is limited to the extent necessary in
order to support the explanation of how and why the sys-
tem might work. A later section (Limitations and Future
Work) will the explore the limitations as suggest possible
remedies.

3. Proposed Implementation
The system would have a number of states that range
from full automation to text prompts acting as a starting
point for the user. The support states envisaged are:

1. State-A: general language system implemented as
standard.



2. State-B: general language system implemented
with modified architecture to include user gener-
ated content within training set and/or network
architecture preferences.

3. State-C: poetry specific system implemented with
standard architecture.

4. State-D: poetry specific system implemented with
modified architecture to include user generated
content within training set and/or network archi-
tecture preferences.

The LLM component of the system would use publicly
available APIs an, where possible, modify network archi-
tecture directly where possible [51, 52, 53]. In most cases
(table 1) LLM are closed black box systems as illustrated
in (figure 3). In part for this reason, ideally a custom
poetry and lyric language model would be implemented;
aside from practicalities (which will be discussed) there
is a a technical challenge in that a poetry and lyric LM
would be far smaller than a general LLM. Given the re-
search on LLM size and performance, a custom poetry
and lyric LM would in theory therefore under perform
against state-of- the-art LLMs [18, 54, 15]. In line with a
recent study, which experimented with user experiences
of language models, the system could be implemented
with a combination of JavaScript, React, Python and Flask
[8]. The system would then be deployed as a web appli-
cation for mobile phones. Mobile is preferred to PC on
the basis of its greater reach as a device for both reading
and creating contemporary poetry [55, 56].

Figure 2: SParse And Dense Network Model Elements

1. Text input by user is returned as partially completed poetic
text and/or poetic and lyrical recommendations for the user
to consider. 2. User personalised data submitted as poems or
lyrics and/or recommendations of favourite artists and their
work. These are used to create a corpus of user text. Prior

examples of user generated text uploaded to system;
recommender and/or database search to enhance user text

with additional poetic texts (e.g from web crawl) 3. Database
of poetic texts (and song lyrics) from web crawl. Clean text is

included as well as metadata such as rhyme scheme and
Parts of Speech (PoS).

3.1. Sparse And Dense Network Model
The system (figure 2) operates as a Sparse And Dense
Network (SPAD). The name refers to the system being
sparse with respect to user input tokens as compared to
tokens contained in the LM/LLMs. Against this, the sys-
tem is dense in terms of leveraging transformer models
and their associated attention layers (table 1). The intu-
ition is to use a small amount of personalised user text to
attempt to customise the output of powerful LMs/LLMs.
This differs from existing approaches in the following
ways.

• State-of-the-Art LLMs form part of the SPAD in
order to help improve the SPADs performance; in
other words, the LLMs are source of input train-
ing data and as such multiple LLMs could in the-
ory be included in the SPAD architectural design.

• A poetry specific LLM (GPT-NeoX) forms part of
the design; poetry specific refers to adaptations
to the underlying model architecture in order
that token processing and output is more optimal
with respect to poetry than prose. An example
of this might be applying additional linguistic
layers within the network to favour text strings
with syllable frequencies found more regularly
in poems than say news articles or web pages.
Although architecture is referred to, much of any
benefit at this stage might come from modifying
the training data and associated recipes. The po-
etry specific LLM would also leverage data from
the general LLM (for simplicity any interaction
between the two elements is not included in fig-
ure 2).

• Poetry and lyric LM is a custom model whose
network architecture and training data is specific
to poetry. In practical terms it is not a LLM as
the available training data is not likely to be suf-
ficiently extensive vs the current state of the art.
As well as providing a data contrast to the LLMs,
this part of the network will also act as a style
transfer layer in so far as it identifies and tries to
modify input text to create poetic styles. These
styles will be mapped onto user styles upstream
within the system.

The result of the models described above, is a system
that contains information on generalized poetic style
as well as individual style preference(s) unique for each
user. This allows the system to support users with spe-
cific co-writing tasks (e.g text generation) as well as offer
personalised recommendations further reading of rele-
vant poems and/or poets. In user experience terms, this
might be delivered via an interface that allows the user
to switch between (a) writing text; (b) editing generated



text; and (c) reading and reflecting on specific poetic
recommendations made by the system.

At this stage, the proposed mode is high-level. There
are open questions relating to issues such as real world
implementation, customisation of user text, acquisition
of training data and other areas. The penultimate section
will revisit some of the open design questions and attempt
to provide answers. The next section explores the soical
significance of poetry and how the a system design could
use this to enhance cultural inclusiveness.

4. Discussion
An important goal for poetry is for each writer to discover
or develop their own unique style, or artistic voice. Part
of a writers development will a result of what poetry they
have previously been exposed to. Robert Graves stated
that, “only a poet of experience...can hope to put himself
in the shoes of his predecessors, or contemporaries, and
judge their poems by recreating technical or emotional
dilemmas which they faced while at work on them." [57]
It can be argued that this statement is, in contemporary
terms, biased in gender terms given the assumption of
‘poet’ being male. Graves’s central argument about expe-
rience however is echoed in recent studies on language
models. A study by Cheng and Uthus made the point
that “as creative works are often shaped by the lived ex-
periences and timely issues of the creator’s life, a poetry
composition system trained on poems from different au-
thors of different eras may reflect a variety of societal
biases." [58] Within computer science, social bias is a sub-
ject gathering more research attention [17, 59, 60] How-
ever, as well as attempting to mitigate negative impacts
for disadvantaged groups, considering bias also offers
possibility of designing systems that leverage cultural,
poetic and linguistic resources that would otherwise be
missed. This can benefit all user groups. The next section
provides a more concrete example.

4.1. Bias in Language Models
It has been recognised and accepted in recent years that
LLM used for text generation contain bias [17, 60] A
study by Uthus suggests that “biases in creative language
applications are under explored”; it goes on to say it is im-
portant to examine biases in these applications because
they intended for contexts such as self-expression, collec-
tive social enjoyment, and education [58]. One of the key
sources of bias in LLM is in the training data sets. LLM
retains the biases of the data they have been trained on
[15]. Typically the model’s pick up on, or reflect, biases
and overtly abusive language patterns in training data.
This can lead to harms for some users such as encounter-
ing derogatory language or discriminatory language (e.g.

racist, sexist or ableist) [17]. Studies have how that harms
can also exist because of (a) exclusionary social norms
in language within language. For example, ‘family’ is
often defined as a basic social unit consisting of a mar-
ried woman, man and their children; language models
internalizing such social norms could be highly discrim-
inatory towards people outside this definition [60]; (b)
greater propensity to label of language of marginalized
or underrepresented groups as toxic in hate speech detec-
tion (e.g. the ‘angry black woman’ stereotype) [60]; and
(c) over representation of certain groups such as white
males 18-34 within widely used training data (e.g Red-
dit posts) [17]. Bender et al assert that, “in the case of
US and UK English...white supremacist and misogynistic,
ageist, etc. views are over represented in the training
data, not only exceeding their prevalence in the general
population.” [17]. The authors go on to say that the data
underpinning LMs stands to “misrepresent social move-
ments and disproportionately align with existing regimes
of power.”

There are a number of studies that explore bias mit-
igation through computational techniques such as (a)
augmentation of the training data using style transfer
[58] or (b) using counterfactuals to reduce sentiment bias
[59]. However, in their study describing GPT-3 the au-
thors caution against on over reliance on computational
solutions. They instead ask for “...more research that en-
gages with the literature outside NLP, better articulates
normative statements about harm, and engages with the
lived experience of communities affected by NLP sys-
tems...mitigation work should not be approached purely
with a metric driven objective to ‘remove’ bias...but in
a holistic manner [15]. For the use case of a poetry co-
creation system, bias could be potentially mitigated by
including rap lyrics as a key part of the training data set.

4.2. Towards Culturally Responsive
Models

Emerging from a hobby of African American youth in the
1970s, rap (as an element of hip-hop) has quickly evolved
into a mainstream culture and is the most popular music
genre in the U.S and many other territories [61, 62, 63, 64].
Writing rap lyrics requires both creativity to construct
a meaningful, interesting story and lyrical skills to pro-
duce complex rhyme patterns [26, 48, 65]; within the
culture of rap, writers are evaluated by peers on the ba-
sis of their wordplay, linguistic complexity and ability
to use multiple rhyme types (perfect and imperfect) as
well as multi-syllabic rhymes [26, 66]. In many ways,
the writer within the hip-hop tradition sets language
puzzles for their audience. In a recent BBC documen-
tary, Chuck D, the founder of Public Enemy remarked
that "poets were always...going to give you everything
the truth...that’s very important not only in the realm of



hip hop...but in the realm of artistry.” [67] Recent com-
putational studies have explored rap on account it its
complexity and cultural significance [65, 68, 69]. Rap
has historically been excluded from most mainstream
discussions on co-creative systems and poetry writing.
There may well be valid reasons for this such as language
appropriateness, perception around negative sentiments,
offensive content, and difficulties in accessing material
under copyright. However, although there are challenges,
the benefits of using extensive rap lyrics within LM data
sets include:

• Training data that represents wider audience con-
cerns, thoughts and feelings.

• Training data will be dynamic and reflect contem-
porary sociopolitical issues.

• Opens up the possibility of bring voices from ex-
cluded communities into the NLP community.

• LMs would be enhanced by a linguistically rich
and varied source of data..

• Allows lyrics to be part of a wider conversation
which potentially generates. new research in-
sight (for computational, language and social re-
searchers).

Ultimately, as contemporary music’s biggest genre,
and the one most concerned with rhyme and wordplay,
there are multiple reasons to explore using rap lyrics as
training data.

5. Limitations and Future Work
The paper has a number of limitations. Below some of
these are described along with suggested directions for
future work. System Design and Implementation: the
paper does not fully explore how the proposed system
could be built. In particular, there are challenges around
the following:

• Building custom LLMs. One of the design lim-
itations is how to effectively experiment with
models of varying degrees of openness (for con-
venience referred to as black, grey and white box).
For black box models (e.g GPT-3) there is no way
at present to modify the architecture. What in-
stead might be possible is to fine-tune the model
via custom queries over a period of time. So,
what combinations of prompts generate the most
favourable outputs. Grey box models (BLOOM
or GPT-NeoX) offer the possibility of powerful
models with open-source training and evaluation
code plus model weights [53]. However, the costs
of running and/or adapting these models could
be substantial and not something the paper has
explored.

• Customizing models for individuals: this is a sys-
tem objective but has not been tested. Technically,
there is a conflict between the scale and perfor-
mance benefits of LLM/LM and the comparatively
small datasets of individual users. However, as
Vigliensoni et al argue, working with small-scale
datasets is an overlooked but powerful mecha-
nism for enabling greater human influence over
generative AI systems within in creative con-
texts [70]. The authors describe an experimen-
tal project, ReRites by Johnston which involved
fine-tuning GPT-2 on the artists’ custom poetry
corpus to generate poems. An approach such as
this could be taken although clearly using models
such as GPT-2 (for which source code is avail-
able) has the limitation of performance vs current
state-of-the art LLMs. The personalizing of LLMs
to individual users is an open topic that requires
further research.

• Acquiring training data: training data for poetry
and rap lyrics would not be readily available in
the way that the Pile or equivalents are used for
general LLMs [19]. The solution to this would be
to source data from scraping the web for lyrics, or
directly from services such as MusixMatch [71]
Poetry training data, much of which will be out
of copyright, can be acquired via sites such as
Project Gutenberg and Poetry Foundation. This
approach to training data was used in a 2019 ex-
periment to create a poetry-specific LLM based
on the GPT-2 model [72].

Evaluation: literature on evaluating the creativity in a
co-creative systems considers a wide number of factors
such who evaluates the creativity (e.g. system itself or hu-
man users), what is being evaluated (e.g. user interaction
or output), when does evaluation occur (e.g in real time
or at the end of a session) and how the evaluation is per-
formed (e.g. methods and related metrics) [16]. There is
a broad set of metrics for developing computational mod-
els for evaluating creativity. With respect to the system
described, the most relevant include a proposed compu-
tational model by Agres et al. The model reflects human
conceptualization of musical and poetic creativity [73].
Future work could explore the kind of model described
alongside other linguistic-based metrics such as the Di-
vergent Action Task, Bridge-the-Associative-Gap Task, or
rhyme creation and identification tasks. [46, 47] Addi-
tionally, building on machine learning practices, metrics
could be derived for accuracy in terms of the degree to
which generated output matches a reference dataset. For
example, if the user has a target poetic style, it might
be possible to computationally determine the extent to
which the completed poem was accurate or not. The



paper has not explored these kinds of evaluation in de-
tail and they would form part of future work. Finally,
though the evaluations proposed are limited, they could
nevertheless contribute to the wider discussion around
the topic. As Karimi et al assert "evaluating co-creative
systems is still an open research question and there is no
standard metric that can be used across specific systems."
[16].

6. Conclusion
Artistic creativity is a process, in which an initial im-
provisational phase is followed by a period of focused
re-evaluation and revision [20]. Spontaneous improvisa-
tion is a complex cognitive process that shares features
with what has been characterized as a ‘flow’ state [1, 20].
Much current work on co-creative settings focuses on the
role of the system as a generator that augments what peo-
ple can achieve in creative tasks [9]. There are problems
with this such aligning the system capabilities and user
expectations, language model bias, system interpretabil-
ity, and user interaction design [8, 22, 74]. Studies have
found that different mental expectation of users affects
their strategies and perception of the system role in the
co-writing process [9, 74].

This position paper explored the recent background
to co-creative writing systems, with poetry as a use case.
Poetry was defined as including song lyrics for which
the paper argued that rap was the most relevant genre.
The paper then proposed a system that, as far as the
author is aware, has novel features relative to the state
of the art. The system and how it could be evaluated
and implemented were then described. Importantly, the
design includes recommendations for user activities ex-
ternal to the system. The rationale for this is that the
system priority is to help the human user to develop
an artistic style rather than to create text on the users
behalf. Issues around the mitigating some system bias
using rap lyrics was also discussed. Future work could
include more detailed analysis of evaluation methods as
well as how these could be delivered internally to the sys-
tem. Further work on user interface design is also a topic
to develop. Additionally, the implementation proposal
is high level and constraints such as latency, database
design, and other factors have not been considered. In
order to build a viable prototype, software architecture
would most likely form the next stage of the research.
Finally, to revisit the title of the paper: why build a co-
creative poetry system that makes people feel that they
have “creative superpowers”? Studies demonstrate that
poetry is an emotional capable of engaging the brain’s
areas of primary reward [75]. It is a form of communi-
cation that has existed throughout human and across
cultures. In modern society, poetry has become a central

part of the most popular music genre. Poetry matters to
society. By extension, it is worth building system that
can help people experience it firsthand and connect with
its traditions. The aim though should not be to make
people feel they have "creative superpowers"; instead a
system should support people to actually build "creative
superpowers".
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