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Abstract
The use of AI based recommendation systems, based on data analysis using Machine Learning algorithms, is taking away people’s full control over decision making. The presence of unbalanced and incomplete data can cause discrimination to religious, ethnic, and political minorities without this phenomenon being easily detectable. In this context, it becomes critically important to understand what are the potential risks associated with learning with such a dataset and what consequences it may have on the outcome of decision making using Machine Learning algorithms. In this paper, we tried to identify how to measure the group fairness of a prediction of a classification algorithm, to identify the quality features of the dataset that influence the learning process, and finally, to evaluate the relationships between the quality features and the fairness measures.
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1. Introduction
In 2019, the Economist [1] stated that data is an important resource comparable to oil. Moreover, Forbes [2] defines data as the fuel of the information age, and Machine Learning (ML) as the engine that uses it. These technologies in addition to the evolution of networks [3, 4] is providing opportunities to develop new applications. Many companies and organizations are investing, increasingly, in decision-making processes centered on AI based recommendation systems to offer a variety of services ranging from marketing [5, 6] to fault diagnosis [7]. Tools that make use of these types of algorithms relieve people from making decisions that may be influenced by moods, biases and subjective thoughts, they ensure fairness and repeatability at different times too. The reasons why ML algorithms arrived at a certain type of result may not be transparent or easily understood by users. For this reason, techniques have been introduced, such as Explainable AI, which allow analysts to understand how a given choice was arrived at, or Reinforcement Learning, which allows the decision-making process to be distributed across different levels in a counterbalance way [8, 9, 10, 11]. These decision systems are based on a data-driven approach and their results are strongly influenced by the quality of the information available (balance, completeness, ...). The correctness and authenticity of the data alone [12, 13, 14, 15, 16, 17] are not enough to guarantee their quality. Thus, the presence of poor quality in the data, or a low level of representativeness, can lead to biased learning.

A very striking example of discrimination is the result of the algorithm used in Florida on predicting the risk of re-offense, brought to light by the nonprofit organization ProPublica [18]. In fact, the algorithm, which assigned each person a score indicating the likelihood of reoffending, was trained using an unbalanced dataset, and as result, black people showed greater recidivism than other ethnicities [19].

In this paper, we will present a methodology that, starting from training data, allows us to estimate the risk of getting an unfair treatment in the prediction. To do this, it is necessary to identify how to measure the fairness of a prediction of a classification algorithm, to discover the quality characteristics of the dataset that influence the goodness of learning, and, last but not least, to study the relationships that exist between quality characteristics and the fairness measures of the ML algorithm.

The study of the fairness of ML algorithms is widely debated topic in science, in [20], [21] many performance and fairness indices are studied, such as False Positive and Equalized Odds. These metrics could be used to enhance different performance characteristics, that could be in contrast each others and each of them fit best a particular class of objectives [22],[23]. For example, there are indices that prefer accuracy and others that prefer precision [20], the right trade-off must be found between the two, depending on the problem to be solved. Indeed, in the...
cancer detection we prefer recall rather than precision: better to plot a healthy patient as probably ill than not to screen one who actually is. Other studies [22, 24, 25, 26] are aimed at identifying the relationship between sensitive attributes and the target one. These show dependencies between the number of incorrect predictions (e.g., ratio of predicted positive to real positive) and the features of the dataset. For example, if it get wrong advantageously with respect to sensitive attributes, that is, by attributing more positive outcomes to them, individuals belonging to this set are considered a privileged group. Conversely, if the algorithm get wrong negatively, associating more unfavorable outcomes than should normally be indicated, that group is considered an unprivileged.

Regarding data quality aspects, we identified the international standards ISO/IEC 25012 [27] and and ISO/IEC 25024 [28] as the models from which to draw the notion of completeness. This choice was also supported by the presence of studies [29],[30] that use these standards for dataset construction and maintenance of its quality over time. In particular, we identified the notion of maximum completeness [31] as satisfying the goal we had set for ourselves.

This paper will start from the state of the art, Section II, comparing the advantages and disadvantages of different approaches to fairness and show alternative synthesis solutions that are useful in identifying critical issues in the input data. In section III, we will present our solution developed from what has been proposed in the literature and in particular we will decline it into two different versions defining its pros and cons. In section IV, we will point out to identify the limitations of the present work and what are the possible future developments. Finally, in section V, we will present concluding remarks.

2. State of Art

In general, a classification model is called fair if the mistakes are equally distributed across the different groups, identified within the sensitive attribute. The input features X of the values space are mapped onto a target variable R according to a function f(X). Where the values of R are represented by classes or a score, i.e., in a range of a scale of N different values, they can be mapped back to a binary value by defining a threshold. In order to train these classifiers, example data are used in which the input features X, are associated to truth variable Y with the real result. From the goodness of these examples derives the quality of the resulting classifier.

From now on, we will refer to A as the sensitive attribute, which can identify a minority. Although, these variables are treated individually, an underprivileged group could be identified through a combination of them too. One work including metrics for assessing fairness is [22] where Disparate Impact and Demographic Parity (Statistical Parity) are introduced. The first one use the ratio between Pr(R = 1|A = a_i) and Pr(R = 1|A = a_j), instead the second one is the difference between the two probabilities. Demography Parity is present in [32], too, and it is referred to as Independence, as it indicates the degree of independence of the target variable R compared to the sensitive attribute. Another measure of fairness reported in [22] is the Equalized Odds which is satisfied if the prediction is conditionally independent to the sensitive attribute, given the true value; it highlight the difference between true positive rate and false positive rate. In our work we call the latter index as Separation. The Equal Opportunity [22], requires the true positive rates to be similar across groups. Other metrics for estimating fairness are the Sufficiency [32], similar to Equal Opportunity, but focuses on true values rather than predicted values, and the Overall Accuracy Equality [21], which tests the average error between predictions across groups.

Determine what fairness metrics are best for finding what is the right configuration of an algorithm to use in a decision support system depends on the purpose for which the it should be built and what discrimination risks it may be exposed to. Studies [23], [33] point out that it is not possible to maximize all metrics simultaneously and therefore one must choose among the features that these measures tend to enhance, such as accuracy and recall. In [25] the authors present a framework for comparing indices and highlighting when the maximization of one conflicts with that of another. Their work goes beyond analyzing individual metrics, and groups them according to their characteristics (fairness of treatment, fairness of opportunity, interest groups, sensitive attributes, etc.) and their usefulness with respect the target that the system has (i.e. support for film discovery on a streaming platform). These are clustered using a hierarchical algorithm applied to correlation between metrics to identify similar ones. The results are then diagrammed in a simplified manner through the use of Principal Component Analysis (PCA) to reduce the state space in two dimensions. In particular, the authors conclude that through the use of PCA it is possible to explain the relationships among different metrics by reducing the state space in a range from one to three component.

The idea of using balancing indices to predict the risk of discrimination can be found in [34]. In this work for the first time they use a measure of fairness applied to the sensitive attribute and not to the comparison among groups. In the next section we will start from this topic and then propose two different solutions for calculating a synthetic index related to the sensitive attribute.
3. Methodology

The first formal criterion introduced in [32] requires that the sensitive attribute A be statistically independent of the predicted value R. Assuming we use a dataset with a field A having cardinality m, \( A = \{ a_1, \ldots, a_m \} \), the random variable A is independent compared to R if and only if for each \( i, j \in [1, m] \), with \( i \neq j \) we have that:

\[
P(R = 1|A = a_i) = P(R = 1|A = a_j)
\]

(1)

To understand how far the two predictions deviate from the ideal case (zero difference), we can calculate the distance between two probabilities:

\[
U(a_i, a_j) = |P(R = 1|A = a_i) - P(R = 1|A = a_j)|
\]

(2)

To get a synthesis value of the non-independence between A and R [34], the arithmetic mean of the distances can be considered:

\[
U(a_1, \ldots, a_m) = \frac{2}{m(m - 1)} \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} U(a_i, a_j)
\]

(3)

Instead of using the equation 2, some authors [22] apply a different notion of independence:

\[
\varepsilon_i = |P(R = 1|A = a_i) - P(R = 1|A \neq a_i)|
\]

(4)

What we have seen so far fails to explain whether there are groups, within the sensitive attribute, that undergo the same mode of treatment nor the presence of discrimination among groups, the present work was born from this reflection. For explaining our idea we prefer to use an example previously mentioned.

The sensitive attribute A=Race, of the Compas dataset, contains six different ethnicities shown in the first column of the table 1.

| A        | P(R = 1|A = a_i) | Centroid |
|----------|-----------------|----------|
| Caucasian| 0.33            | 0.26     |
| Hispanic | 0.28            |          |
| Other    | 0.20            |          |
| Asian    | 0.23            |          |
| African-American | 0.58 | 0.65 |

The study [19], has determined that African-Americans are the unprivileged group compared to the rest of the other ethnic groups (Native-American, Caucasian, Asian, Mexican, Other).

The synthetic index described by the equation 3 can show on average how much a sensitive attribute is at risk of discrimination, but might underestimate the inequity. With reference to the dataset Compas, in the table 1 it is observed that the values in the second column \( P(R = 1|A = a_i) \) cluster around 0.26 and 0.65.

Figure 1 shows graphically the values of the table 1, with evidence of the centroids identified through the K-Means algorithm. The difference between the value calculated using the equation 3 (P=0.24) and the value obtained by considering centroids (P=0.39) turns out to be 0.15 points. This demonstrates what was stated earlier with respect to the use of a central tendency index. However, the equation 3 can be used in the presence of more than two clusters.

In the following, we will illustrate alternative methods...
for calculating different synthetic fairness indices that allow for greater sensitivity to discriminatory situations. Next, we will try to identify the relationship that exists between the dataset completeness index and the identified fairness indices. This will allow us to anticipate the risks of bias arising from incomplete data.

### 3.1. Dataset

In this section are present the list of the dataset used for the experimentation:

- COMPAS Recidivism Dataset [19];
- Recidivism in juvenile justice [35];
- UCI Statelog German Credit [36];
- default of credit card clients Data Set [37];
- Adult Data Set [38];
- Student Performance Data Set [39].

The sensitive attributes are listed in the following table:

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Attribute</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMPAS</td>
<td>Race</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>3</td>
</tr>
<tr>
<td>Juvenile</td>
<td>V3_nacionalitat</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>V2_estranger</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>V1_sexe</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>V5_edat_fet_agrupat</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>V4_nacionalitat_agrupat</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>V6_edat_fet</td>
<td>5</td>
</tr>
<tr>
<td>UCI</td>
<td>Sex</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>7</td>
</tr>
<tr>
<td>Income</td>
<td>Race</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Native country</td>
<td>41</td>
</tr>
<tr>
<td>Statelog</td>
<td>Status</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>foreignworker</td>
<td>2</td>
</tr>
<tr>
<td>Student</td>
<td>Sex</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>mMother job</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Father job</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Mother Education</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Father Education</td>
<td>4</td>
</tr>
</tbody>
</table>

### 3.2. Clustering Method

Starting from the consideration that the conditional probabilities of the random variable $R$ with respect to membership in a sensitive attribute ($P(R = 1 | A = a_i)$) may determine affinity in treatment equivalence classes, we thought of using unsupervised clustering algorithms to identify possible clusters in the probabilities. Among the ML algorithms that were analyzed, we chose K-Means and DBSCAN [42]. K-Means is a clustering algorithm that tends to separate samples into K groups with equal variance, minimizing the within-cluster sum-of-squares criterion. To use this method, it is necessary to know a priori the K number of clusters into which to divide the samples. Once the centroids have been calculated, it is possible to use the equation 2 or the 3 depending on the value of K to obtain the synthetic index. Compared with [34], bundling multiple instances of the sensitive regression [40] that offers categorical results and therefore can be trained to predict the membership of an item in a class.

In order to evaluate the completeness of the dataset we examined the Max Completeness, introduced in [41]. Maximum completeness is an index measuring the percentage degree of completeness of the dataset (Incomplete=0, Complete=1) with respect to one or more categorical attributes, when the expected value is that in which the attributes considered have a number of replications equal to that of the predominant. Assuming we wish to calculate the completeness of a dataset on a categorical attribute $A$:

$$C_{MAX}(A) = \frac{N}{K_A \cdot M_{PC}}$$

Where:

- $N$ is the total number of instances in dataset;
- $K_A$ is the number of classes of attribute $A$;
- $M_{PC}$ is the maximum number of elements of a class of attribute $A$.

This index could be calculated on multiple categorical attributes by considering as $K_A$ the number of possible combinations of the chosen categorical variables and as $M_{PC}$ the maximum number of items grouped over the number of attributes considered. For example, considering the Compas dataset and the attributes Race and Sex, to have the maximum completeness $C_{MAX}(\text{Race, Sex}) = 1$, we must have a number of items for all combinations of race and sex equal to 2,626, that is the number of items of male and African-American ethnicity, which is the category most numerous. To do this the number of records within the dataset must increase to 31,512 from the current $N=6,172$ ($C_{MAX}(\text{Race, Sex}) = 0.19$).
attribute into groups results in a lower m-number, indeed, the term $a_i$ is composed of all elements treated similarly. The critical issue of correctly identifying the K-number to be used for clustering led us to study other approaches and subsequent experimentation with DBSCAN. This sees clusters as areas of high density separated by areas of lower density. The application of such an algorithm needs only the parameters indicating the number of samples found in the area forming a cluster and the one indicating the density required to form a cluster ($\varepsilon$). One of its limitations is that some elements turn out not to belong to any cluster; it was decided to treat them as unitary clusters. Since the concept of a centroid does not exist for DBSCAN, the value of the fairness metric was calculated as follows:

- clusters: probability as per equation 3 to calculate cluster fairness;
- individual elements: average of the fairness indices of individual instances of the sensitive attribute.

Applying the two clustering methods resulted in values that were higher on average than those calculated using only the arithmetic mean reported in the equation 3. Furthermore, this made it possible to identify groups that were similar in treatment type.

### 3.3. MinMax Method

Although both clustering methodologies gave good results to work on, another approach was explored starting from the definition found in [22] to calculate the value of the fairness metric trying to find the worst case. The process is described below referring to the Demographic Parity metric (equation 4) (Independence), but without loss of generality can be extended to all. This description places emphasis on the fact that $a_i$ is considered as an unprivileged group and the set of all other elements as a privileged group. The algorithm, for all values of the sensitive attribute $A$, calculates the result of the equation 4 associated with each group by considering from time to time the element under observation as discriminated and all others as privileged. Considering, again, the field $\text{Race}$, if the element we are calculating for is $\text{Asian}$, this is $a_i$ and all others constitute the other group in the equation. Once we have iterated this process for all values of the sensitive attribute we will go on to select the highest and lowest result. The former is the group for which the predicted variable $R$ is most dependent on ethnicity, while the latter is the most independent. The difference between these two values indicates how large the inequality of treatment between the privileged and unprivileged group is, relative to the sensitive attribute considered.

Compared with the use of clustering, this methodology
arises in the worst case by considering as the index of treatment disequity the largest difference between the $\varepsilon_i$ obtained by applying the equation 4 and reported in the table 3.

Table 3
Conditional Probabilities of Sensitive Attribute and $\varepsilon_i$ by equation 4

|       | $\varepsilon_i$ | $P(R = 1|A = a_i)$ |
|-------|-----------------|---------------------|
| Caucasian | 0.33            | 0.22                |
| Hispanic  | 0.28            | 0.18                |
| Other     | 0.20            | 0.11                |
| Asian     | 0.23            | 0.14                |
| African-American | 0.58 | 0.51            |
| Native-American | 0.73 | 0.64            |

$\varepsilon_i = |P(R = 1|A = a_i) - P(R = 1|A \neq a_i)|$

4. Discussion

During the experimental phase, the methods presented in the previous paragraphs were applied to sensitive attributes belonging to six known datasets. The fairness metrics used during the testing phase are: Independence, Separation, Sufficiency and Overall Accuracy Equality as defined in [32],[21]. Separation and Sufficiency were calculated by considering positive and negative predicted cases separately. The metrics resulting from this split are: Separation TPR (True Positive Rate), Separation FPR (False Positive Rate), Sufficiency PPV (Positive Predictive Value) and Sufficiency NPV (Negative Predictive Value). Once the results were evaluated for the six chosen fairness metrics, we related them to the maximum completeness balancing index.

Each diagram consists of two box plots containing the values of sensitive attributes divided in this way: Maximum Completeness values less than 0.33 (low risk in yellow) and greater than 0.66 (high risk in red). Intermediate values are not reported because it is more difficult for them to determine whether they are fair or not. We remarks that Fairness metrics, as defined, take value in the range [0,1] (Fair=0, Unfair=1).

Figure 3 shows the case where the six fairness metrics are calculated using the K-means technique. Note that all boxplots tails overlap, while for the body remains a clear separation for Separation TPR and Sufficiency PPV. The worst case is for the Sufficiency NPV metric where there is total overlap.

Figure 4 shows the results of applying the DBSCAN technique. In this case the values obtained are similar to the K-means, although there are worst results for Overall Accuracy Equality and NPV Sufficiency. Such plots were not optimal in 3 too.

Finally, in figure 5 the method of MinMax as for equation 4 is applied instead of the clustering algorithms. In these
diagrams, one can see a lengthening of the boxplots related to the risk cases and a sharper separation between the two boxplots for all diagrams. In the Independence and OAE cases, there is no more overlap between the tails. In the PPV Sufficiency the high risk cases tend to one and almost full separation between values is achieved. For sensitive attributes that have a $C_{MAX}$ greater than 0.66, there are values of fairness metrics greater than 0.2.

In conclusion, the MinMax method yielded better results compared to clustering, but conversely, using methods such as K-Means and DBSCAN can help to better define treatment similarities among groups.

5. Current Limits and Future Works

The experimentation carried out has yielded encouraging results for what is the separation of high and low risk fairness forecast with respect to $C_{MAX}$. Although the result obtained shows values that are sometimes in a range that is not very wide, improvements have already been identified that can be investigated in future work. The first task is the choice of clustering method and parameters that affect the number of clusters. Having few clusters brings us closer to the worst case, and it becomes more easy to identify the correct meaning to give to each clusters, depending on their distance and their shape. However, establishing a number of clusters that forces such a division could join groups that are not actually treated equally. Another point we will investigate is the possibility of changing the algorithm to identify the synthetic value of the cluster for the metric under consideration. One solution, we will explore, is to integrate the calculation of the difference between maximum and minimum in a clustering algorithm that does not have a predefined number K of clusters, such as the already presented DBSCAN. Related to this algorithm, alternatives on how to treat elements that are not associated with any cluster will be explored. The question is: should these cases discarded because they are outliers or do they represent borderline cases, e.g., a highly discriminated minority?

6. Conclusion

The spread of ML algorithms for constructing decision systems make the data used in their construction increasingly important. Imbalances or biases that may be present within the information can affect the results of such systems, causing discrimination toward certain groups. The use of the fairness metrics that have been presented becomes important to predict the impact related to such biases and go to act accordingly on both algorithms and input data in line with the objectives.
In this work we tried to provide a methodology to identify similar clusters by treatment type and to calculate a synthetic index that could predict how at risk the system is with respect to sensitive attributes. The experimentation carried out provided good results both in terms of identifying agglomerations that undergo similar treatments and in calculating a parameter that would give a conservative assessment of the metric. The relationship between the maximum completeness index and the fairness indices calculated by the showed methods provided a guideline in order to recognize high-risk and lower-risk sensitive attributes. This will give to the analysts the information to better configure classification algorithms. The results of this work lay the groundwork for future developments aimed at improving the identification of groups within sensitive attributes and researching alternative synthetic indices that will have a greater precision.
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