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Abstract

Technological improvements have resulted in a large-scale digitization effort in recent years, leading
to the increasing availability of large digitized art collections. This provides an opportunity to develop
Al systems capable of understanding art, thus supporting art historians and enjoying culture more
generally. This paper briefly reviews our ongoing project on automatic art heritage analysis through
AL In particular, new graph representation learning approaches, combined with computer vision, are
investigated to handle the complexity of visual arts.
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1. Motivations and objectives

The mass digitization of cultural heritage, which is continuously increasing nowadays [1, 2],
has offered the scientific community the opportunity to develop computational methods, from
knowledge-based systems [3] to generative models [4], in order to address tasks in the art
domain. However, solving these tasks is challenging.

To confirm artwork analysis complexity, consider the task of artwork attribute recognition.
Traditionally, this task has been performed using hand-crafted features and classic machine
learning algorithms (e.g., [5]). However, despite the good results achieved, extracting features
proved to be very difficult, basically due to the subjective perspective of the individual human
expert. This first limitation has been overcome with the advent of deep learning [6], which can
automate the feature extraction stage thanks to its effective representation learning capability.
One of the first attempts in this direction was made by Karayev et al. [7], who used a pre-
trained Convolutional Neural Network to recognize the school of painting of a given artwork.
Nevertheless, artists usually paint using different styles and can represent something unreal.
Since standard pre-trained deep neural networks are biased towards natural domains, they
could not capture certain aspects fundamental to analyzing cultural heritage. Indeed, as studied
by Cetinic et al. [8], feature representation is vital when an artistic task must be solved.
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The growing interest in this research field at the intersection of Al and art requires further
efforts to achieve technology transfer. Developing solutions in cultural heritage could represent
a non-trivial source for art experts and casual users. For example, extracting significant and
art-oriented descriptions can be plugged into smart glasses to let blind people appreciate art.
Moreover, throughout history, natural disasters have damaged many artworks: developing
models capable of reconstructing these artworks could be a great tool for art experts. Our
research at the Department of Computer Science, University of Bari, fits into this context. The
rest of the paper outlines the approach we are exploring to address challenges in this domain.
Finally, an overview of our current research and expected results concludes the paper.

2. Problem approach

As always, in the machine and deep learning community, the first step in creating effective mod-
els is to have a large and representative dataset available. A solid starting point is ArtGraph [3],
which consists of a large Knowledge Graph (KG) regarding cultural heritage, including informa-
tion about artworks and their authors from different perspectives. However, it is extensible to
include other data, such as textual descriptions, to enrich the encoded knowledge. ArtGraph is
saved in Neo4j, which already provides information retrieval and knowledge discovery capabili-
ties even without training learning algorithms, using the Cypher query language. For example,
Fig. 1 shows the subgraph related to “The Last Supper” by Leonardo da Vinci: all the metadata
directly associated with the artwork include many different information, from the materials
with which the artwork was made to the people depicted.

Once the data are available, some research problems can be addressed. As a first step toward
a system that can understand art, we are interested in artwork attribute recognition and, more
specifically, neuro-symbolic models. This model is suitable for the project’s goal because it can
jointly exploit different modes of information related to the images and metadata stored in the
KG. In particular, Graph Neural Networks can be used to exploit graph features, a state-of-the-art
approach to extract meaningful features from the graph and use them for downstream tasks [9].
Intimately related to attribute recognition is recognizing the emotion an image evokes in the
observer. In [10], the authors have presented a full transformer-like architecture; in particular,
they used the ArtEmis dataset [11], which provides utterances describing the motivation behind
an elicited emotion.

Another relevant task, which could be helpful for historians and art experts, is the recognition
of influences among artists. To this end, it is interesting to construct a method for obtaining
such information by reconstructing the history of artistic influences. In particular, from a
methodological point of view, also this task can be approached using the KG, in which all these
relationships are stored, and solving a link prediction task.

Finally, generative algorithms can automate the generation of images and sequences. In this
area, Diffusion Models [12] and Generative Adversarial Networks [13] represent the current
state-of-the-art and can be considered to solve the task of artwork in-painting, the purpose
of which is to reconstruct damaged artworks. Some generative methods are even multimodal.
One example is DALL-E-2,! developed by OpenAl This model can generate an image in many

1https://openai.corn/dall- e-2/
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Figure 1: Subgraph related to “The Last Supper”. It contains information including style, genre, people
depicted, and so on.

ways based on text prompts. On the other hand, image captioning can generate meaningful
descriptions of artworks. For this purpose, methods based on natural language processing are
crucial and will be explored. Unfortunately, image captioning systems that work well with
natural images often fail when asked to generate output from an art image because they lack
the richness and depth that a historical background would provide. This is confirmed by the
study conducted by Cetinic et al. [14]. Developing a system that can mimic a human expert is a
long-term goal of this community research line.

3. Current research and expected results

We are currently developing a tool for solving artwork attribute prediction, a preliminary version
of which was presented in [15]. The main idea is to exploit “contextual” information provided by
ArtGraph, in combination with visual information of the given artwork, extracted respectively
by a Graph Attention Network [16] and a Vision Transformer [17]. More specifically, we are
trying to address the problem of predicting style, genre, and the evoked emotion of a painting.
In this way, we are figuring out a practical approach to recognize those attributes, extending
pure computer vision methods.

Regarding long-term objectives, we would like to develop a recommender system that could
represent a digitized art gallery where general users can purchase a specific artwork based on
what they like most. Alternatively, the same system can be used to provide customized tours in
a museum. In fact, in this way, the tool can return and rank for the user a subset of the artworks,
basing the decision on meta information. Along with artwork recommendation, there is another



essential task: artwork captioning. In fact, when returning a selected artwork, a significant
description is needed. To this end, our goal is to develop a system capable of generating a
caption that includes a description based on the visual content and adds some other information,
such as the hidden message the artist wants to communicate to the observer.

Finally, we would like to develop an end-to-end method for in-painting to support art experts
consistently. In particular, the tool should be able to reconstruct damaged images, varying the
generation based on metadata or text prompts in which the experts specify some constraints
for the reconstruction. For example, the user requires that the presence of a specific object or
person in the reconstructed area is compulsory. Alternatively, the experts could be interested in
a reconstruction based on a specific painting style. A promising starting point in this direction
is the work of Cipolina-Kun et al. [18].
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