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Abstract

Understanding users’ reading behaviour can facilitate and support the development of data lexicalisation
models based on users’ characteristics. A significant amount of data can be found online in tabular
form, and several models have been developed to provide the user with summaries of the content of
such tables. Nevertheless, studies analysing table reading patterns are almost entirely lacking in the
literature, making it almost impossible to integrate findings on user reading behaviour into lexicalisation
models. This work aims to suggest a new line of gaze-related research that can integrate insights about
user behaviour and characteristics into data summarisation algorithms to provide textual content that
meets the user’s information needs. An overview of human-gaze studies applied to natural language
will be presented to outline a study on human interaction with tables. Potential fields of application and
challenges in applying these results to the field of table summarisation, namely the task of producing
short summaries of tabular data, from a user-centred perspective will be discussed.
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1. Introduction

When a user reads a text, their eyes make rapid and unconscious movements from one point
to another. These movements are called saccades. Among several saccades, the eyes stop on
portions of the text; it is only during these fixations that the content is retained and processed.

Text features and user characteristics drive these movements. For example, language deter-
mines reading direction; in English texts, most of the saccades have left-to-right movements.
Users, however, may encounter unfamiliar words or syntactic constructions that violate the
rules of the language they know [1]}; these situations will lead the user to reread portions of
the text, thus performing saccades backwards, from right-to-left. Also the duration of fixations
is highly dependent on the text features; content words, especially adjectives and verbs, elicit
longer fixations, while articles, conjunctions, prepositions, and pronouns and functional words
are often skipped [1]. In addition, users tend to make different fixations patterns depending on
their knowledge of the language [3] and the context.
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Important previous works in cognitive psychology and linguistics investigate how a user
reads a text, whether in print or on-screen [4, 5]. These studies have been integrated into
many Natural Language Processing (NLP) and Natural Language Generation (NLG) approaches
that rely on how the user reads, retains and processes a text [6, 7, 8, 9, 10]. These instances of
prior research, however, analyse texts that commonly have the following characteristics: (i)
they are sequential, such as Wikipedia pages [10, 6], and (ii) they have a context or, if they are
decontextualised, their location and surrounding content provide a context for the interpretation
[1, 11].

Currently, however, a vast amount of information is provided as structured data in tables.
This increase can be linked to the uptake of the Open Data movement, whose purpose is to make
a large number of tabular data sources freely available, addressing a wide range of domains,
such as finance, mobility, tourism, sports, or cultural heritage [12]. The phenomenon can be
sized by the number of available tables or the number of users who use Google Sheets of Excel:

« Web Tables: in 2008 were extracted 14.1 billion HTML tables and it was found out that
154 million are high-quality tables (1.1%);

« Web Tables: 233 million content tables in Common Crawl 2015 repository?;

« Wikipedia Tables: the 2022 English snapshot of Wikipedia contains 2 803 424 tables from
21149 260 articles [13];

+ Spreadsheets: there are 750 million to 2 billion people in the world who use either Google
Sheets or Excel’.

Tables, datasets, databases, and infographics are non-linear content, and they are read dif-
ferently from linear content (i.e., linear text). For instance, a user may explore a table from
top-to-bottom, from left-to-right or vice-versa. These reading behaviours are analysed in
usability studies that aim to direct the user’s reading patterns [14].

Although many studies consider linear content, studies that consider tabular content are
absent. This work aims to suggest a new line of gaze-related research that can integrate insights
about user behaviour and characteristics into tabular data summarisation algorithms to provide
textual content that meets the user’s information needs. The rest of the paper is organised as
follows: Section 1.1 provides a comprehensive overview of state-of-the-art research on reading
behaviours regarding linear text, highlighting the substantial lack of studies in the field of
tabular data; Section 2 details the main motivations behind our research on tables; Section 3
introduces our proposed methodology to conduct such research, hinting at the possibility of
leveraging eye-tracking techniques to acquire user data to integrate in Machine Learning (ML)
algorithms; eventually, Section 4 delivers an outline of future directions towards a user-centric
approach to tabular data summarisation.

1.1. State of the Art on Reading Behaviours

The analysis of on-screen reading behaviour on linear texts has been mainly conducted in
psychophysics and cognitive psychology to understand how cognitive and lexical processes
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influence readers’ eye movements. In particular, it is possible to infer which implicit mechanisms
the user activates to retain and process the content through the patterns of fixations and saccades.
In these contexts, it is essential to distinguish between two kinds of reading: i) in-depth reading,
where the main objective is to understand the content of the text, ii) and cursory reading, which
aims to capture the meaning of a text at a general level, also called skimming [1]. Considering
in-depth reading, among the cognitive processes, lexical access is the most interesting for
distinguishing users with or without background knowledge regarding the domain of the text
under analysis. Lexical access means retrieving a word’s meaning in memory. When a word is
used often, its meaning is more available and accessible, instead, the meaning of an unknown
word is difficult to retrieve. Lexical access* impacts the duration of fixations, which will be
longer for unknown or unfamiliar words [1, 15]. These studies led to the realisation of language
models, such as E-Z Reader [1, 11, 16], which have also found application in the field of NLG, in
particular in the integration of the attention [7, 8, 6, 17, 9], namely the attribution of greater
importance to certain parts of the text, similarly to what happens during reading, in ML models
for the tasks of paraphrase generation and sentence compression [7].

Regarding tables, it is impossible to identify a systematic study of fixations patterns with
similar objectives to those concerning the linear text. Tables arouse more interest in User Experi-
ence (UX) instead of psychophysics and cognitive psychology; [14] proposes a study investigating
the influence of table design on the comprehension of the data it contains. In particular, it
considers adding shading to highlight rows and columns selectively. [18], on the other hand,
analyses the spatial dimension of tables to investigate whether cell size and spacing affect how
users read, retain and process tabular data. The work presented in [5] is the first attempt to
extend psycho-linguistic research on linear text to tables. The author uses eye-tracking tech-
niques to detect the fixations patterns of users who have been asked to answer questions about
the content of tables. The research focuses on tables that contain only numerical data. However,
the experiment is conducted in a too-small setting, and the results are not generalisable to tables
with non-numerical textual content. Thus, while there have currently been attempts to improve
ML algorithms for linear text, systematic work moving in the same direction is still lacking for
tables.

2. Motivations

Research related to the use of gaze-data has grown significantly in recent years, with effective
applications in areas such as computer vision, decision learning, NLP, and NLG [7, 8, 19, 20].
The importance of the information that eye movements reveal about the user’s cognitive state
has been widely recognised in Artificial Intelligence (AI) studies, and their integration into ML
algorithms has led to a marked improvement in performance °.

In the context of NLP and NLG, the integration of user-data plays an important role [7, 20]
as text comprehension is not only based on the characteristics of the text itself but also the
characteristics of the users and the task they have to perform [8, 17, 19]. In fact, similar

stimuli in different users generate different behaviours depending, for example, on the user’s
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information need, their interest in the task and the background knowledge they possess [21].
These user-data can be used to adapt attention in cognitive models [1, 11, 16] and to improve
attentional mechanisms in pre-trained transformers such as BERT [6]. These integrations
enable human-like results in tasks such as question answering, document retrieval and machine
reading comprehension.

While the linear text has received the attention of various disciplines and its analysis has led
to interesting results in NLG, table data have not attracted the same interest in the scientific
community. The substantial absence of studies on table-reading patterns makes it very difficult
to extend insights from the linear text approaches. For example, the user’s exploration of
tables is not strictly linked to the reading order. At the same time, while the content of a cell
indeed follows the insights of linear text studies, the saccade that takes the eye from one cell to
another may not necessarily follow the same rules. Similarly, UX studies show that the table’s
design may influence how it is read [14, 22]. The presence or absence of column headings
and the uniformity of the type of data presented in the column are, for example, two essential
characteristics that make the table reading different from that of linear text.

The studies in the literature that deal with supporting the user in analysing and understanding
tables, as well as those that semantically interpret table data and provide summaries, are not
user-centred. They do not consider the characteristics that determine reading behaviour and
their influence on the user’s eye movements. Like those on linear text, such studies refer to ML
models that rely on the use of rules, templates and transformers [23] to do table summarisation;
they could equally incorporate insights from user studies to improve the quality of results.

2.1. Use Case Scenario

As depicted, an enormous amount of data in table format is available online, and its use can be
complicated for the user. For instance, suppose a web journalist needs to write an article on past
editions of a film festival; the journalist will need to collect a modest amount of information
to fulfil their information need. For example, they will need to gather information on the
candidates, the winners in previous editions of the festival, the films in the competition and
the jury. The journalist may start the research by using the sources they know best, such as
the Internet Movie Database (IMDB) or may choose to consult the Wikipedia pages® related
to the festival. In both cases, the journalist will most likely find the information in tabular
format with numerical and textual data. The journalist will then have to process a large amount
of data from which to extract statistics (e.g., Leonardo DiCaprio received 7 Academy Award
nominations but only won one) or maximum and minimum values (e.g., the film that received
the most Academy Award nominations was “All About Eva”’). In order to be able to derive
this information independently, the user must scan each table in its entirety and then generate
inferences from data that may be in areas of the table that are far apart from each other. This
entails a considerable cognitive load. In this scenario, the user could benefit from the support
of table summarisation tools that would help them to use the tabular data more effectively, for
example by providing summaries that better contextualise, aggregate and summarise data in
relation to their information needs and requirements.
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3. Proposed Methodology

This paper proposes a new interdisciplinary line of research that considers psychophysics
and cognitive psychology studies to analyse reading behaviour on tables to extend the results
obtained from linear text to tabular data. The research will be conducted using a standard
technique that is also common in the field of UX, eye-tracking. Eye-movement data is a highly
efficient type of physiological data, as it allows a large amount of data to be collected at a low
cost and in a short time [20]. Nowadays, an experiment based on eye-tracking can be conducted
with dedicated high-resolution instruments, or with a wearable device or webcam [20, 24], with
varying degrees of quality and accuracy. In general, however, the collection of real data on
user behaviour is currently possible, as well as their integration into ML algorithms such as:
i) additional information on the user’s reading behaviour, and ii) filtering to exclude from the
results items that did not capture the user’s attention [20].

Furthermore, to understand which characteristics impact reading patterns and to what
extent, it will be necessary to conduct investigations through questionnaires. In particular, we
investigate the impacts of interest and prior domain knowledge (analysed as ease of lexical access)
in reading tabular data. These characteristics are those that psychophysics and linguistics have
recognised as relevant factors in determining eye movement on linear text [1]. The use of self-
assessment tools, however, entails some critical issues, the main one being the self-assessment
bias (described as the tendency to overestimate or underestimate one’s characteristics and
capabilities), which occurs below the level of consciousness and is a phenomenon that is difficult
to capture, thus to mitigate. Particular attention should therefore be paid to the design of the
instruments (e.g., surveys, questionnaires) that will be used to collect data on user characteristics.

Once human-gaze data have been collected and the impact of user characteristics on their
reading patterns assessed, it will be necessary to compare the results obtained on tabular data
with those on linear text to identify possible points of convergence. If the behaviour on tabular
data is comparable to that on text, then the results of research on the latter can be extended, thus
integrated, into tabular data summarisation approaches. At this point, an in-depth analysis of
machine learning techniques employed, for example, for table summarisation, will be conducted
to find possible room for improvement toward a more human-centred conception of NLP
and NLG. Lastly, it is pointed out that, with the integration of reading patterns within ML
procedures, it is not intended to obtain better results in absolute terms but rather closer to the
user’s behaviour.

3.1. Goals and Research Questions
The main research questions that motivate this work are:

1. RQ1: How does the user behave when reading a non-linear text?

2. RQ2: What is the impact of the user’s characteristics, particularly his interest and knowl-
edge of the table domain, on his reading pattern?

3. RQ3: Can the results of linear text studies be extended to table data?

Hence, the objectives of this research can be summarised as follows:



+ Analysing, from an interdisciplinary perspective, eye movements when reading tables
and deriving reading patterns (RQ1);

+ Identify features that influence reading behaviour (RQ2);

« Compare the results obtained with findings from human-gaze research on linear texts to
identify commonalities and differences (RQ3);

+ Analysing the ML algorithms used in NLP and NLG, with particular attention to table sum-
marisation, and identifying room for improvement from a purely user-centred perspective

(RQ3).

4. Conclusions and Discussions

This work proposes a new line of interdisciplinary research to bridge the gap between studies on
linear text and tabular data reading behaviour, focusing on user characteristics. It is well known
that the reader’s attitudes, the pattern of their fixations and the frequency and direction of their
saccades are closely correlated with their linguistic knowledge of the text’s domain, thus with the
ease with which the text is processed. Only one study on table can be identified in the literature
[5]. However, it has substantial limitations concerning the type of data presented and the
analysis of the findings. The results of human-gaze research on linear text applied to question
answering, data and document retrieval and text summarisation suggest how the research
described in this paper can be used in different contexts. Realistic use cases include, for instance,
the generation of customised reports in a business context and the semi-automated writing of
articles for the Web. Nevertheless, the actual integration of human-gaze data within NLG and
NLP algorithms, i.e. those processes that are used to produce summaries (or descriptions) of
tabular data, which we anticipate as the ultimate purpose of this research still needs in-depth
analysis and testing.
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