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Abstract
The reliability of remote sensing data classification is significantly affected by the quality of images and the efficiency of algorithms and methods used at all stages of their processing. At the same time, the complementarity of satellite data and the results of aerial photography from UAVs opens up wide opportunities for their joint use in order to improve the accuracy of decision-making about the observed class of objects. We discuss one of the options for the joint use of UAVs and satellite data for the tasks of integrated remote aerospace monitoring of natural and anthropogenic objects. Initially, regions of interest are identified on satellite images, where search objects are most likely to be located. To identify objects with known stochastic properties under conditions of significant a priori uncertainty, it is recommended to use a probabilistic filtering method that allows segmenting an original image into two classes: the “object of interest” and a generalized class that includes all other classes that differ from the searched object by characteristic features. Further, UAV data are involved in the analysis, which can provide reliable information about the presence (or absence) of a given object in the detected search area. This information is used to correct the results of satellite image recognition. The results of segmentation of satellite images (Sentinel-2) and classification of test aerial photographs by the maximum likelihood method are presented. It is shown that UAV data can be useful for analysing or calibrating satellite data, which is especially important for classification procedures based on nonparametric supervised learning methods.
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1. Introduction

At present, the level of development of technologies for remote sensing (RS) of the Earth, such as space optical and radar imaging, aerial photography from unmanned aerial vehicles (UAVs), allows creating complex multi-level models for monitoring objects and processes in various sectors of the economy. Aerospace images are used to solve many applied and research problems, in particular, geoeconomic monitoring of the state of natural resources, studying the dynamics of regional development, assessing the consequences of emergencies and so on. One of the important areas of remote sensing is forestry where the main tasks include, in particular, analysis of the state of forests, remote assessment of biomass, detection and recognition of deforestation, identification of zones of...
erosion and soil degradation and other negative consequences of logging, as well as identification and monitoring of forest fires.

The solution of such problems is associated with the analysis of objects in images with their subsequent recognition and identification. The reliability of object recognition in images is mainly due to their spectral reflectivity (in the ranges of the electromagnetic spectrum used), the clarity of their boundaries, the degree of variability, and the presence of stable relationships with other objects. Significant factors in the reliability of recognition results are also the quality of images and the efficiency of the algorithms and methods used at all stages of their processing.

The complementarity of satellite and airborne data opens up wide opportunities for their joint use [1–3]. For example, the review article [3] classifies strategies for the so-called synergy between UAVs and satellite data, discusses emerging trends in detail and suggests ways to overcome existing limitations and how to fully exploit the potential of this synergy.

In this paper, it is proposed to discuss one of the options for the joint use of data obtained from UAVs and satellites to solve the problems of integrated remote aerospace monitoring of natural and anthropogenic objects of interest. At the same time, the accompanying tasks are the choice (synthesis) of effective data analysis procedures and the study of ways to combine the obtained analysis results in order to improve the accuracy of decisions undertaken at regional level.

The variant of the strategy for the joint use of UAV and satellite data proposed for discussion is based on the results of the study of three-channel images, which are the simplest version of multi-channel remote sensing data.

The applied technique is based on per-pixel classification and considering of statistical classifiers [4] using probabilistic filter and maximum likelihood (ML). The novelty lies in the methodology for combining the results of segmentation of satellite images and the classification of aerial photographs from UAVs. It is shown that by increasing the resolution and detailing of the analyzed images, it is possible to increase the reliability of recognition of objects under observation.

2. Advantages and disadvantages of satellite and UAV data

As it is known, the processing of satellite images makes it possible to reveal many important characteristics of the Earth surface: the properties of mineral composition of open rocks, the areas of water and wind erosion of soils, the vegetation cover and the degree of its degradation, the state of water bodies (pollution, floods), the location of forest fires, burnt areas, illegal logging, etc.

The main advantages of satellite imagery are the global coverage of the Earth surface and the relative availability of remote sensing data, since a large amount of information is publicly offered on the Internet. In addition, coordinate referencing and geometric correction of information coming from satellites is carried out in an automated mode using orbital data.

The best characteristics of spatial information about the Earth surface, which is in open and free access, are currently provided by Landsat 8 and Sentinel-2 satellites [5]. The Landsat 8 satellite provides the collection and storage of optical multispectral images of medium resolution (30 meters per pixel) for, at least, 5 years with the preservation of geometry, calibration, coverage, spectral characteristics, images quality and data availability at a level similar to previous satellites of the Landsat program. Landsat 8 forms images using a wide range of spectral channels (9 bands of visible light and near infrared (IR) and 2 bands of far (thermal) IR). Satellites of the Sentinel-2 series are equipped with an optical-electronic multispectral sensor for surveying with a resolution of 10 to 60 m in the visible, near-IR and short-wave IR zones of the spectrum, including 13 spectral channels. The width of the observation strip is 290 km, the survey frequency is 10 days, but the series of images “overlap”, therefore, in fact, the same area is recorded every 2–3 days.

The main disadvantages of open information provided by satellites are quite low imaging frequency (several days or more), dependence on weather conditions got optical imaging, and relatively low spatial resolution of images.

Along with satellite imagery, aerial photography with the help of UAVs is becoming increasingly popular [6]. Ultralight aircraft UAVs are mainly used to create orthophotomaps of territories and digital terrain models, and to monitor extended objects. The main advantages are high cruising speed, significant flight range and autonomy. Helicopter-type UAVs (especially quadcopters and
hexacopters) are mainly used for monitoring small areas or inspecting complex structures, laser scanning and thermal imaging. Their main advantages are their small size, the possibility of launching them from any sites and their hovering over the object of examination, as well as an increased payload.

In addition, the UAV can be quickly delivered to the place of image registration. The use of light UAVs does not require specially prepared sites for take-off and landing, and for medium and heavy UAVs, the object of observation can be located at a distance of several hundred kilometers. When registering from low altitudes, even relatively simple cameras make it possible to obtain a spatial resolution of several centimetres. With the exception of extreme weather conditions (fog, heavy rain), UAVs can be considered almost all-weather, and when equipped with infrared optics, even around the clock.

Thus, the advantages of using UAVs are economy, efficiency and the possibility of obtaining high-resolution images. The main disadvantages of UAVs include a smaller viewing radius and their increased accident rate – this is due to the lack of effective on-board obstacle recognition and collision avoidance systems. In addition, many UAV models are equipped with imperfect autopilots (to reduce the cost and weight of onboard equipment). Small UAVs do not allow for stable geometric survey parameters. As a result, UAV images can have high detail, brightness and contrast, but low photogrammetric quality. This complicates the tasks of coordinate referencing and geometric transformation of aerial photographs by reference points.

Additional problems are created by gaps in the legislation on UAVs in many countries – issues of certification, insurance, registration, as well as the confidentiality of data that can be accessed using UAV images, are not fully regulated [7].

3. Used approaches to image classification

The task of identifying an object of observation on a satellite image is directly related to the problem of choosing informative classification features and effective recognition algorithms [8]. At the same time, classification features that express the quantitative information of interest are the basis for distinguishing classes of objects.

In cases where the external characteristics of the shape of objects are of interest, the description of the boundaries of the regions corresponding to these objects in the images is used to represent classes. In particular, the boundaries of deforestation areas are rectilinear; their shape is often close to a rectangle or polygon, which is not typical for natural objects. Burnt areas are characterized by sharply intermittent borders, which is determined mainly by the terrain, since on hills fire penetrates into the forests to a great depth.

If the recognition procedure is based on the properties of the area itself, such as its color and texture, then it is represented by internal characteristics (the set of image elements that make up this area). Sometimes, in practice, to increase the reliability of recognition, both methods of representation are used simultaneously [9].

When classifying satellite images, the most common approach is based on spectral (brightness) features. It is based on the fact that the brightness of chromatic objects in different spectral zones is not the same and is characterized by a coefficient of spectral brightness. Thus, the value of each pixel of the bitmap corresponds to the spectral brightness of the object for a certain region of the electromagnetic spectrum. Although different objects have specific spectral characteristics, their properties can change over time, depending on the height of the Sun, the transparency of the atmosphere, the angle of view of the imaging system, landscape relief, etc.

Thus, the images of terrain objects are formed depending on the spatial distribution of their spectral brightness and changes in the optical-geometric conditions of observation. In addition, the RS transmission channel can introduce additional spatial-frequency distortions, which leads to a decrease in spatial resolution. This also leads to blurring the structure of images of objects and radiometric distortions due to light scattering in the atmosphere. As a result, tone scales and color rendition are distorted; image contrast is reduced; at that, the degree of distortion is different in different spectral zones. The variability of the spectral brightness of objects, as well as the ambiguity of the transfer
characteristics of imaging systems, leads to an increase in stochasticity and, accordingly, to a decrease
in the reliability of image classification.

In addition to direct measurement of spectral features and interpretation of their values, their
combinations and various functional transformations can be used to identify objects. Transformations
of the initial spectral features of objects are performed in order to emphasize and display the
differences in classes; it is assumed that each pixel of the object’s image retains the spectral features
of the entire object, and their purposeful combinations in different spectral zones contribute to its
identification. Thus, for satellite monitoring of agricultural crops, the technology for monitoring
changes in vegetation indices has become widespread [10]. The calculation of most vegetation indices
is based on a certain transformation of the values obtained in the two most stable sections of the curve
of the spectral reflectance of plants.

Accordingly, the first step in solving the problem of object recognition is the choice of
classification features, the information content (separating properties) that largely determines the
reliability of the decisions made.

The next step is the construction of a decision rule in the space of informative features. At the
same time, the choice of the classification method depends both on the dimension of the feature space
and the method of describing the classification features as well as on the completeness and reliability
of a priori information about object classes.

When classifying remote sensing data, methods of both supervised classification (classification
with a teacher) and clustering methods (classification without a teacher) are used. In supervised
classification, to assign a feature vector to one of the mutually exclusive classes (the so-called "hard"
classification), the classifier is trained to distinguish between these classes based on training samples
representing each of the classes. If, with varying degrees of confidence, the current feature vector is
assigned to several classes, then we are talking about a fuzzy classification. Fuzzy classification
methods are used in the case of mixed pixels (i.e., if the pixels are the weighted average of the
spectral characteristics of the area of the earth's surface, within which there are different classes of
objects). Like traditional ("hard") classification, fuzzy classification also uses a learning procedure,
but the difference is that it is necessary to introduce more information about the classes that make up
the pixel into the set of reference data. Fuzzy classification algorithms use the logic of building
membership functions or fuzzy convolution operations that allow assignment of classes within a

The learning process is actually the process of building decision functions (decision rules) for
classes of objects. In the theory of statistical decisions, all types of decision rules are based on the
formation of the likelihood ratio $L$ and its comparison with a certain threshold $c$, the value of which is
determined by the accepted quality criterion. The statistical approach assumes that at one point in the
feature space with a non-zero a priori probability, implementations belonging to different classes may
appear. This is due to the inevitable random errors in the registration and transmission of
observational data, as well as the fact that features are fundamentally random variables. The latter is
typical for remote sensing problems.

The problem of synthesizing statistical decision rules and the problem of analyzing their quality
are closely related to the role of a priori information. Thus, among the methods of supervised
classification, the techniques that take into account the probability of the presence in the image of
objects belonging to a certain class are widely used. To develop the corresponding algorithms,
experimental data on the relationship between the spectral brightness of objects and their properties
are used. For example, the spectral brightness of soils clearly correlates with their particle size
distribution and moisture content.

The most detailed and complete specification of a priori information is that the total set of classes
$A$, conditional (by class) distributions of features $f(\mathbf{x}|a_k)$, a priori probabilities of occurrence of
objects from different classes in the observation sample $P(a_k)$, as well as the loss function, which
quantitatively expresses the sum of generalized losses due to erroneous decisions, are considered to be
known. This level of a priori information corresponds to the Bayesian direction in statistical decision
theory [4]. Real recognition problems are characterized by the presence of uncertainty due to the
stochastic nature of the features, noise and interference during the registration and transmission of
observational data, changes in the angle and position of the object, etc. There may be no reliable
information about the total set of observed classes, about a priori probabilities of classes; also, as a
rule, the type and parameters of real (but not supposed theoretically) distributions of random features of classes are previously unknown.

The most problematic task is to construct a decision rule under conditions of complete a posteriori uncertainty, that is, in the absence of complete and reliable information about the number, type, and spectral characteristics of the observed classes. Therefore, the first step in the unsupervised learning process is to divide the data into subgroups (clusters); in this case, data with similar values of features are combined into one group. To assess the degree of similarity (or difference), various distance metrics in the feature space are employed; it is considered that the distance between indications in one group (one class) will be significantly less than the distance between indications from different groups. A typical example of a classical clustering algorithm is the K-means algorithm (and its modifications), which is widely used to partition large amounts of multivariate data [12].

Another approach that allows splitting the feature space into arbitrary-shaped clusters is based on the assumption that the initial data is a sample from a multimodal distribution, the so-called mixture of basis functions. Each class is interpreted as a unimodal population, and classified observations as a sample from a mixture of such populations; in this case, the number of mixture components determines the number of classes $K$, and the specific weights of these components determine their a priori probabilities. Normal distributions (Gaussian Mixture Model, GMM) are usually chosen as basis functions [13].

Along with the statistical approach to the classification of RS data, methods based on machine learning, including methods based on deep neural networks. The use of neural networks is due to the absence of the need for a priori information about the input data, the possibility of forming nonlinear boundaries of decision-making areas in the feature space, as well as their resistance to errors when processing incomplete or partially incorrect input images [14].

A problem in the processing of satellite images using neural networks is the spatial size of objects. To train a neural network, a large training set is required. At the same time, even relatively large objects on satellite images can occupy only a few pixels (depending on their spatial resolution).

Despite the variety of methods and approaches to pattern recognition, the development of algorithms for the automated classification of RS images faces a number of specific problems. In particular, when using pattern-matching methods, the problem lies in the lack of a complete database of reference class descriptions, which is associated with the spatiotemporal instability of the characteristics of objects used for recognition. Thus, in the process of observation, the color and illumination of an object, its size and shape change (depending on the viewing angle and due to partial shading or masking by other objects). In addition, the heterogeneity and variability of the background make it difficult to apply contour detection algorithms and statistical segmentation methods. In object recognition methods, there is a number of algorithms based on singular points, invariant to affine transformations of images, resistant to changes in illumination, survey position and image noise. However, such algorithms are inefficient in recognizing patterns without a well-defined texture [15, 16]. Methods based on the correlation analysis of the temporal sequence of images do not allow one to reliably separate the background and the object of observation, because not only the object is moving, but also the background image. Correlation is rarely used in cases where an arbitrary rotation of the recognized object is possible, since if the rotation data is unknown, then in order to find the best match between the pattern and the object, it will be necessary to analyze all possible rotations of the pattern. In addition, size normalization requires spatial scaling, which requires large computing resources.

In statistical recognition, we face the lack of complete and reliable a priori information about the observed objects, which inevitably affects the effectiveness of decision rules. Thus, the values of a priori probabilities of classes are usually determined based on expert estimates or a preliminary analysis of the observed territory. In this case, an incorrect assessment of a priori probabilities can lead to a significant change in the value of the decision threshold, which, in turn, leads to an increase in the probability of recognition errors. In the absence of a priori information about the type and parameters of distributions of attributes, one has to accept a hypothesis about the type of distribution based on theoretical assumptions. So, in some software systems (for example, PlanetaMonitoring [17]), the vector features of objects are described by multidimensional normal distributions, and the decision about the class is made according to the maximum likelihood criterion. At the same time, the distributions of real multichannel data often have a non-Gaussian type. Even under the assumption
that the distribution of observations is normalized according to the central limit theorem, one cannot exclude the nonlinearity introduced when receiving data, which leads to a change in the type and parameters of the observed distribution. In addition, the presence of sensor noise “blurs” the features of objects and distorts their distribution. Finally, it is far from always possible to determine all members of the entire set of classes of observed objects. Even if, based on the results of a preliminary analysis of the situation in the area being probed, many classes have been established, the possibility of a new (unrecorded) class of objects appearing on the scene of the survey cannot be completely ruled out. For methods based on neural networks, a significant problem is to find a well-prepared sufficiently large test set for training. In addition, the process of training a neural network usually takes more time than image classification by classical algorithms.

Thus, the reliability of recognition of objects in the image is largely determined by their spectral properties, the severity of the boundaries, the degree of variability, as well as the presence of stable relationships with other objects. The quality of the images and the efficiency of the algorithms and methods used at all stages of image processing are also significant factors in the reliability of the results. At the same time, it is impossible to guarantee the absolute reliability of the recognition results, it is only possible to minimize the probability of erroneous decisions, including through the joint use of satellite data and UAV images.

4. Proposed method for identifying objects on satellite images

To identify objects with known stochastic properties under conditions of significant a priori uncertainty about the surrounding environment, it is recommended to use the probabilistic filtering method described in [18]. In this case, it is assumed that there are only two classes of objects in the sample set: “the given object A” and the generalized class “not object A”, which includes, in the general case, an infinite number of classes of objects that differ from the object A by their characteristic features. To recognize an object A, it is sufficient to know only the distribution parameters of the vector feature for the class, to which this object belongs. Statistical estimates of these parameters are found from the classified sample at the training stage.

To describe the features characterized by non-Gaussian distributions and the presence of correlation relationships, it is advisable to use multi-parameter distributions based on nonlinear transformations of normal random variables. Due to the large number of parameters, such models make it possible to adequately approximate a wide range of unimodal and even bimodal distributions.

Among the universal probabilistic models is the Johnson distribution system \(\{S_L, S_B, S_U\}\) [19] based on non-linear transformations of the form:

\[
Z = \gamma + \eta \tau(x, \epsilon, \lambda); \quad -\infty < \gamma < +\infty, \quad \eta > 0, \quad -\infty < \epsilon < +\infty, \quad \lambda > 0,
\]

which allows obtaining a normalized normal value of \(z\) from a random variable \(x\).

The Johnson transform has four parameters: \(\epsilon\) is the displacement parameter, \(\lambda\) is the scale parameter, \(\eta\) and \(\gamma\) are the shape parameters; the function \(\tau(\bullet)\) is determined by the type of transformation. To describe real observation data, the values of which are always limited to a certain range, it is advisable to choose the Johnson \(S_B\)-transform:

\[
\tau(x, \epsilon, \lambda) = \ln[(x - \epsilon)/(\lambda + \epsilon - x)].
\]

In this case, the distribution density of the random variable \(x\) is described by the formula

\[
f(x) = \frac{\eta \lambda}{2\pi(x - \epsilon)(\lambda + \epsilon - x)} \exp\left[-\frac{1}{2} \left(\frac{\gamma + \eta \ln\left(\frac{x - \epsilon}{\lambda + \epsilon - x}\right)}{\lambda + \epsilon - x}\right)^2\right].
\]

The disadvantage of the Johnson distribution is the absence of a direct connection between the estimates of empirical moments (mean, variance, skewness, and kurtosis) with distribution parameters. Methods for estimating the parameters of the Johnson distribution are iterative and are reduced to solving an optimization problem, the purpose of which is to minimize the mean square error when approximating the empirical distribution by the accepted model.

Using the Johnson \(S_B\)-transform, you can get a non-Gaussian "probabilistic window" that allows choosing an object with a non-Gaussian distribution of its feature \(x\):

\[
W(x) = \exp\left(-\frac{1}{2} \left[\gamma_W + \eta_W \ln\left(\frac{x - \epsilon_W}{\lambda_W + \epsilon_W - x}\right)^2\right]\right),
\]

(1)
where $\varepsilon_W$, $\lambda_W$, $\eta_W$, $\gamma_W$ are the filter parameters, the values of which are set equal to the corresponding parameters of the Johnson $S_B$-distribution for the desired object $A$.

Then, the signal at the filter (1) output

$$y = \begin{cases} 0; & x \leq \varepsilon_W; \\ W(x|\varepsilon_W, \lambda_W, \eta_W, \gamma_W); & x \in [\varepsilon_W, \varepsilon_W + \lambda_W]; \\ 0; & x \geq \varepsilon_W + \lambda_W \end{cases}$$

has a distribution density that depends both on the statistical characteristics of the features of the object and the degree of consistency of its distribution parameters with the filter parameters; at that, the interval $x \in [\varepsilon_W, \varepsilon_W + \lambda_W]$ forms the passband of the probabilistic filter.

If multidimensional models of the shape are used to describe the features of objects

$$f_p(\vec{x}) = (2\pi)^{-p/2}|\textbf{R}|^{-1/2} \prod_{k=1}^{p} \eta_k \lambda_k \times \exp\left(-\frac{1}{2} \sum_{k=1}^{p} \sum_{u=1}^{p} R_{ku}^{-1} \left( y_k + \eta_k \ln\left( \frac{x_k - \varepsilon_k}{\lambda_k + \varepsilon_k - x_k} \right) \right) \left( y_u + \eta_u \ln\left( \frac{x_u - \varepsilon_u}{\lambda_u + \varepsilon_u - x_u} \right) \right) \right)$$

where $p$ is the dimension of the feature vector; $\textbf{R}$ is the sample correlation matrix, then the non-Gaussian "probabilistic window", consistent in form and parameters with the distribution density of the selected object, has the form

$$W(\vec{x}) = \exp\left(-\frac{1}{2} \sum_{k=1}^{p} \sum_{u=1}^{p} \left( y_k + \eta_k \ln\left( \frac{x_k - \varepsilon_k}{\lambda_k + \varepsilon_k - x_k} \right) \right) \times \left( y_u + \eta_u \ln\left( \frac{x_u - \varepsilon_u}{\lambda_u + \varepsilon_u - x_u} \right) \right) \right) \times R_{ku}^{-1}$$

The output of the probabilistic filter can be interpreted as the probability $P_{ij}$ that the current pixel with spatial coordinates $(i,j)$ belongs to the object $A$. Then, after scaling the range $[0, 1] \rightarrow [0, 255]$, we get a grayscale image on which "the degree similarity" of image pixels to a given object $A$ is displayed in gradations of brightness.

The decision rule $W(\vec{z}) \geq 1/\pi$ splits the interval of possible values of the output signal of the probabilistic filter (3) $P = W(\vec{z}) \in [0, 1]$ into two areas:

1. $\Gamma_1 \in [1/\pi, 1]$ is the decision-making area on the presence of such a class of objects, the distribution parameters of which coincide with the parameters of the probabilistic filter;
2. $\Gamma_2 \in [0, 1/\pi]$ is the decision-making area on the presence of an unknown class of objects.

Thus, after thresholding, the results of probabilistic filtering are a binary image in which white pixels (equal to 1 for a binary image or 255 for a grayscale image representations) correspond to the desired object, and black pixels (equal to 0) to the background (generalized class “not object $A$”).

5. Analysis of the results of probabilistic filtering of satellite images

The study of the effectiveness of the probabilistic filtering procedure was carried out on multichannel images obtained from the Sentinel-2 satellite. In each image, it was required to recognize a certain class of objects of natural and anthropogenic origin: forest clearings (Figure 1, a) and quartz quarries (Figure 1, b). In the problem being solved, the objects of analysis were image pixels with certain brightness values in the conditional spectral channels R, G, B.

Supervised learning methods were used to adjust the parameters of the probabilistic filter. Based on the actual data on the Earth surface, test areas were identified (relatively homogeneous areas that represent objects that can be distinguished in the images). The sets of reference pixels were divided into two subsets, which were used to train and evaluate the quality of the classifier. It was assumed that these subsets might partially overlap. As the results of the statistical analysis of the training samples showed, the spectral features of the classes are characterized by non-Gaussian distributions and the presence of strong correlations, therefore, for their analytical description, the multivariate Johnson $S_B$-distribution (2) was used. For example, Figure 2 shows histograms of the components of the vector feature $\{R, G, B\}$ for the class “forest clearing” for the test satellite image (Figure 1, a) and plots of the Johnson $S_B$-distributions approximating these histograms.

Estimates of the parameters of the distributions of attributes of classes were found by numerical optimization of the objective function, minimizing the total quadratic error of the representation of the
histogram by the theoretical distribution. The obtained estimates were used as parameters of the probabilistic filter (3) tuned to select the corresponding object in the test image.

![Test satellite images containing the objects "forest clearing" (a) and "quartz quarry" (b)](image)

**Figure 1**: Test satellite images containing the objects "forest clearing" (a) and "quartz quarry" (b)

![Histograms and their approximations for the spectral features of the "forest clearings" class on the test satellite image (Figure 1, a): R (a), G (b), B (c)](image)

**Figure 2**: Histograms and their approximations for the spectral features of the "forest clearings" class on the test satellite image (Figure 1, a): R (a), G (b), B (c)

When implementing the pixel-by-pixel procedure of binary statistical image segmentation, the vector of values of the spectral features of the current pixel with spatial coordinates \((i, j)\) was the input of the probabilistic filter (3); the output of the probabilistic filter (3) was compared with the decision threshold. However, the classification results have showed that the choice of a threshold value equal to 1/\(\pi\) leads to insufficiently efficient detection of search objects due to the high probability of an object omission error. Therefore, the threshold value was experimentally set at 0.1 (in this case, the estimate of the probability of detecting the desired object against the background of other classes was maximum and was 0.902 for forest clearings, and 0.896 for a quartz quarry).

Binary images representing the results of threshold probabilistic filtering of test images are shown in Figure 3. In these images, white pixels correspond to the desired object, and black pixels to the background (generalized class “not object A”).

The results of detecting the contours of objects on the original test images (Figure 1) using binary images (Figure 3) are shown in Figure 4.

Thus, it is possible to select the boundaries of the area corresponding to the search object in the image based on the results of image segmentation using a probabilistic filter (3), consistent with the estimates of the parameters of the Johnson \(S_B\)-distribution, approximating the empirical distributions of the spectral characteristics of this object.
An image representing the results of probabilistic filtering may contain pixels that are erroneously assigned to the search object, or vice versa, pixels of a given object may be erroneously recognized as a “background image”. This can lead to significant deformations of the contours of search objects in the image, their relative displacement, overlapping of some object details with others and changes in their relative sizes. To increase the reliability of decisions made on the basis of satellite images, it is necessary to use additional information that UAV data can provide.

Figure 3: Results of detection of objects "forest clearings" (a) and "quartz quarry" (b)

Figure 4: Results of detecting the contours of objects "forest clearings" (a) and "quartz quarry" (b)

6. Discussion on the use of UAV data to improve classification

As can be assumed from the results of segmentation of satellite images presented in Figure 3, a and Figure 4, a, among the selected objects that were assigned to the class "forest clearings", there are also recognition errors: roads, areas of natural degradation of the forest cover, burnt areas, windblows. To verify the reliability of the detection of forest clearings, it is necessary to involve UAV data, which may well replace the on-site observations. So, satellites allow you to determine the location of “zones of interest”, and UAVs provide additional information to clarify the characteristics of search objects.

A UAV for aerial photography must have an autopilot on board capable of maintaining the required shooting parameters (route, camera tilt angles, percentage of longitudinal and transverse overlap, altitude, etc.) in a wide range of weather conditions. One of the most important tasks of flight
support is the task of UAV route planning [20, 21]. This task is to determine a set of points in space that would correspond to a given UAV flight trajectory taking into account the restrictions on the flight time and on the maximum number of reference points while ensuring the flight safety (avoiding possible obstacles).

The solution of the problem of spatial referencing of images involves not only the identification of various images of an object, but also the determination of the coordinates of a number of points of interest. As it is known, most numerical algorithms for processing coordinates, including standard photogrammetric procedures, use conjugate points as input data. As such points, one can choose the characteristic points of the contours, in which the maximum curvature is achieved. In addition, a separate area selected as a result of segmentation (probabilistic filtering) can be described by its centre of gravity, which is invariant to rotation, scaling, distortion and noise in the image. At the same time, segmentation accuracy can significantly affect the result of subsequent positioning. Thus, it is necessary to determine the geographical coordinates of the points of interest from the characteristic points of the contours of the selected areas on satellite images. Further, according to the obtained coordinates, the optimal UAV flight route should be compiled. The UAV in automatic mode is capable of flying over a given route with reference to GPS coordinates. Additionally, the UAV flight parameters can be monitored by a ground control station.

The data provided by the UAV includes images in four spectra: R (red), G (green), B (blue) and IR (infrared). Modern UAVs can be also equipped with multispectral cameras, thermal imagers and various detectors, which expands the possibilities for interpreting observational data and increases the reliability of decisions based on them. To monitor the terrain, turret-type video cameras are most preferred, mounted on gyro-stabilized platforms under the UAV fuselage and providing a circular view of the lower hemisphere. Cameras mounted fixedly in the wing or under the fuselage of the UAV are used to capture certain areas of the terrain.

The data obtained from the UAV is proposed to be used instead of on-site surveys to obtain reliable information about the presence (or absence) of the object of observation in the given spatial coordinates. This information can then be used to correct the results of satellite image recognition (image pixel relabelling).

To analyse the possibility of refining the results of segmentation of satellite images according to UAV data, we used two fragments of a three-channel aerial photograph containing images of deforestation in the Kharkiv region (https://mykharkov.info/news/lesnaya-mafiya-kto-stoit-za-vyrubkoj-lesa-na-milliard-griven-76727.html).

On the test images TU-1 and TU-2 (Figure 5), three classes of objects were selected: “Road”, “Forest” and “Forest clearing”.

The histograms of the spectral components \{R, G, B\} and their approximations for the “Forest clearing” class, specified on the TU-1 test image obtained from the UAV, are shown in Figure 6. If we compare these results with the results of training the classifier on a satellite image (Figure 2), then significant differences between them are obvious. These differences in the “spectral pattern” of the search object are due to distortions of the spectral features during image processing, as well as various conditions during the registration of the analysed images.

The size of the training samples was from 1500 to 5000 pixels, the size of the control samples was from 3000 to 25000.

The results of recognition of these classes by the maximum likelihood criterion [4, 22] are shown in Figure 7. In this case, pixel-by-pixel supervised statistical classification was performed; to obtain the reference descriptions of the spectral features for the classes, we used Johnson $S_B$-distributions (2).

According to the decision rule, value vector for a current pixel $\mathbf{x}_{ij} = \{R_{ij}, G_{ij}, B_{ij}\}$ is put into mathematical models of class etalons (2) $f_p(\mathbf{x}_{ij}|a_k)$, where $\{a_k\}_{k=1}^3$ is the set of object classes. The obtained results are compared between each other and a maximal estimate of the likelihood function is chosen; its index determines the number of the class to which the current pixel belongs:

$$f(\mathbf{x}_{ij}|a_\nu) = \max_{1 \leq k \leq 3} \{f(\mathbf{x}_{ij}|a_k)\} \Rightarrow \mathbf{x}_{ij} \in a_\nu.$$

One of the simplest metrics for evaluating the accuracy of a multi-alternative classifier is the percentage of correctly recognized patterns. In the case of pixel-by-pixel image classification, the evaluation is performed for each pixel of the control sample. Correct recognition is considered to obtain a decision corresponding to a specified class.
Figure 5: Test images of deforested areas obtained from the UAV: TU-1 (a) and TU-2 (b)

![Test images](image1)

Figure 6: Histograms and their approximations for the spectral features of the “Forest clearing” class on the test UAV image TU-1: R (a), G (b), B (c)

![Histograms](image2)

Statistical estimates of class recognition probabilities on the test aerial images (Figure 5) are given in Table 1 and Table 2.

Pixel classification errors, as can be seen in Figure 7, visually manifest themselves in the violation of the topological properties of the reference sets (the appearance of disconnected components, isolated points, open contours, holes in homogeneous areas). One of the possible ways to improve the results of class recognition is to complicate the structure of the classifier. For example, decision rules can include not only the spectral values of individual image pixels, but also the brightness-geometric and structural characteristics of images for objects from various classes. Nevertheless, even a pixel-by-pixel statistical classification makes it possible to quite confidently distinguish between the “Road” and “Forest clearing” classes on aerial images. Thus, the probabilities of making an erroneous decision in favour of the “Forest clearing” class, provided that the objects (pixels) of the control sample belong to the “Road” class, are respectively 0.138 (for the TU-1 image) and 0.097 (for the TU-2 image). The probabilities of erroneously assigning objects (pixels) of the “Forest clearing” class to the “Road” class are respectively 0.054 (for the TU-1 image) and 0.16 (for the TU-2 image).

Thus, the use of UAV data in combination with satellite images expands the possibilities for monitoring emergency situations, studying the anthropogenic impact on the environment, and, in particular, controlling deforestation.
Figure 7: The results of pixel-by-pixel classification by the maximum likelihood method: class map for TU-1 (a) and class map for TU-2 (b). Each class is marked with a specific colour: "Forest" with green, "Road" with yellow, and "Forest clearing" with red.

Table 1
Confusion matrix for the ML classifier applied to the test image TU-1 in Figure 4, a

<table>
<thead>
<tr>
<th>Class</th>
<th>Probability of Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Road</td>
</tr>
<tr>
<td>Road</td>
<td>0.862</td>
</tr>
<tr>
<td>Forest</td>
<td>0.004</td>
</tr>
<tr>
<td>Forest clearing</td>
<td>0.054</td>
</tr>
</tbody>
</table>

Table 2
Confusion matrix for the ML classifier applied to the test image TU-2 in Figure 4, b

<table>
<thead>
<tr>
<th>Class</th>
<th>Probability of Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Road</td>
</tr>
<tr>
<td>Road</td>
<td>0.903</td>
</tr>
<tr>
<td>Forest</td>
<td>0.002</td>
</tr>
<tr>
<td>Forest clearing</td>
<td>0.160</td>
</tr>
</tbody>
</table>

Additionally, it should be noted that the disadvantage of pixel-by-pixel classification algorithms is that the decision on the object class is made for each individual pixel without taking into account the features of the local image structure. These algorithms are quite suitable for detecting compact (point) objects in images localized in a small part of space, but, as a rule, they are not efficient enough for reliable selection of linear (spatially extended) and area objects, since errors in pixel-by-pixel classification lead to distortions of the geometric shape and sizes of objects, their connectivity, as well as changes in the spatial distribution of elements of the image structure.

One of the possible ways to improve the reliability of pixel-by-pixel classification of images is an integrated approach proposed in [23]. This approach consists in the combined use of the results of image classification using various decision-making algorithms. Each of the elementary classifiers generates its own result matrix at the output, which is considered as a “classification layer”. Then, for each pixel of the image, a vector of ambiguous decisions about the class is formed. To select a specific solution, it is necessary to determine the relationship between various combinations of outcomes of elementary classifiers and the set of classes. After that, the decision is made in favour of that class, for which the resulting combination of outcomes is the most possible. As shown in [23], this approach can significantly increase the probability of recognizing poorly distinguishable classes and improve the reliability of image classification. To reduce pixel-by-pixel classification errors, one can also use local spatial methods for post-classification processing of segmented images [24, 25].
This makes it possible to include in the decision rules not only the values of individual pixels, but also the brightness-geometric characteristics of groups of pixels (segments) that form connected objects in the image.

Verification of the effectiveness and feasibility of applying such post-processing procedures is the subject of further research.

7. Conclusions

The proposed strategy for combining data from satellites and UAVs involves the use of satellite images to identify a given class of observation objects (for example, forest clearings, sand pits, burnt areas, reservoirs, etc.). To check and correct the recognition results (taking into account possible classification errors due to the presence of mixed pixels, a small number of pixels representing the search object, the non-representativeness of training samples, insufficient separability of classes in the feature space, etc.), it is advisable to use the advantages of aerial photography from the UAV. The flexibility of the UAV allows choosing the conditions for collecting additional data about the objects you are looking for: the type of sensor, viewing angles, spatial resolution (from centimeter to millimeter), time and frequency of registration of observations. At the same time, since the task is to search for (select) objects of a given class, and not to form an overview image, the small width of the UAV swath (several square kilometers) is of no fundamental importance.

Thus, based on preliminary results of detection of given objects from satellite data, “suspicious” areas or “zones of interest” are formed, where search objects are most likely located. After detecting the contours of the “zones of interest” and their coordinate referencing, the problem is reduced to determining the optimal UAV flight route along the supposed boundaries of the objects being sought. In this case, UAV data are used to obtain reliable information about the presence (or absence) of a given object at the specified spatial coordinates. This information is further exploited to correct the results of recognition of satellite images. In addition, the analysis of the results of checking the quality of the classification of satellite images according to UAV data will make it possible to further correct the recognition procedure, for example, to supplement the algorithm of pixel-by-pixel statistical segmentation by spectral features with a subsequent processing stage that implements an object-oriented classification of a segmented image. This makes it possible to introduce additional information about the geometric shape and size of objects, their topological connectivity, and the spatial distribution of structure elements into the decision rules. Thus, it is supposed to increase the reliability of recognition of given objects.

Hence, UAVs are an affordable solution for obtaining reliable data for analysis or calibration of satellite data, which is especially important when using classification procedures based on non-parametric supervised learning methods. Integration of satellite and UAV based technologies for image classification and recognition can be added to some stationery technologies, in particular, sensor networks, 5G/6G and so on. In this case, task of structural and parametrical optimizing integrated system could be formulated and solved as a next step of research.
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