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Abstract 
As a rule, modern approaches to protecting against cyberattacks do not guarantee the 

impossibility of compromising applications and operating systems. Therefore, detection and 

identification of vulnerabilities, and actions to avoid or mitigate their impact on businesses and 

cybersecurity processes are critical for the operation of information systems and the 

information security management system. To identify a possible attack vector, as a rule, the 

following methods could be applied: either those that allow detecting abuses or that allow 

detecting anomalies. This paper investigates the possibility of identifying the alleged attack 

vector based on the entropy analysis of cybersecurity events. The research results presented in 

the paper allow us to determine the required width of the sliding window and confirm that such 

entropy analysis detects exceeding security thresholds and anomalies in the operation of 

operating systems and applications and, accordingly, probable attack vectors. 
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1. Introduction 

According to the World Economic Forum's report on global risks, cyber-attacks and data theft are 

expected to remain among the most long-term risks that businesses will face over the next ten years 

and, accordingly, enterprises of various forms of ownership need to ensure a given level of cyber 

security service delivery [1]. Cyber-attacks are becoming more complex and destructive, which leads 

to the disruption of information systems, including critical information infrastructure. Therefore, studies 

that allow timely identification of deviations in the operation of processes that in the future may lead to 

the implementation of a certain attack vector and compromise of information systems are relevant [2-

9]. One of the promising areas of research is utilizing indicators of entropy to assess various parameters 

of information systems cybersecurity, as evidenced by a significant number of relevant scientific papers. 

To detect attacks, the following groups of methods are used [2]: based on storing behavior examples; 

frequency; neural network; implementing finite-state machines; other special. These methods are also 

divided into abuse-detecting and anomaly-detecting methods. Abuses are based on the use of existing 

flaws in the information system, and an anomaly is a deviation from the normal state of the system, 

such unusual activity in it may indicate certain attacking actions [3]. The advantage of anomaly 

detection methods is the ability to identify new attacks without modifying or updating the model 

parameters in the case when the behavior of the system during the attack is statistically different from 

the system’s normal behavior [4]. Besides anomalies in the network, there are anomalies in the event 

log on the hosts that can also indicate the occurrence of unauthorized activity. Anomalies in the system 

operation can be indicated by the number of different records that can be analyzed using entropy 
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calculation. Using several methods at the same time, i.e., an integrated approach to identifying and 

analyzing cybersecurity incidents, it is possible to increase the effectiveness of counteracting abuses in 

the field of cybersecurity and intrusion [2]. 

2. Literature review 

Entropy is “a measure of the randomness or diversity of a data-generating function. Data with full 

entropy is completely random and no meaningful patterns can be found.” [10]. Entropy is a degree of 

uncertainty. The chaos level in the data can be calculated using the entropy of the system [11]. 

According to the authors of [11–14], the availability and use of high-entropy data sources can 

theoretically be crucial for ensuring cybersecurity. As a rule, the sources of entropy in information 

systems are keyboard inputs, mouse movement parameters, reading data from disks, the voltage on 

structural elements, temperature indicators, etc. The authors of [12,13] utilize entropy in the analysis of 

encrypted and packed malware to detect malware and malware accident investigation. Malware can 

easily avoid signature-based detection by using packing or encryption methods. So, packed file 

detection is also important. As known, detection methods can be divided into signature-based and 

entropy-based detection [13]. [11] presents the results of using entropy analysis to identify abuses in 

digital marketing, namely, to determine the subject of interaction with information systems (bot or 

human). The solution proposed by the authors is a JavaScript detection tag that collects hundreds of 

parameters from the browser, and it provides a fairly simple way to determine the power of the central 

processor on various devices (server, laptop, phone), and identifies the same kinds of bots (not new 

ones). The approach proposed by the authors does not allow determining the type of interaction subject 

with 100% accuracy, but, in our opinion, it is promising, in particular, for detecting the compromise of 

end systems and unauthorized use of their computing resources, including for cryptocurrency mining. 

The authors of [14] used entropy as a statistical indicator of applications’ operation designed to monitor 

the network, in particular, to detect anomalies in network traffic. They proceeded from the fact that it 

is quite difficult to estimate the entropy of data streams due to the complexity of entropy calculation. 

In [11], the results of research on risk assessment of security systems based on the calculation of the 

Shannon entropy for calculating systemic risk are presented. According to the authors of [14], study 

[15] presents the most optimal algorithm for estimating entropy and determining the size of the sliding 

window, provided that the sample for research is random and corresponds to the specifics of data 

distribution in the network traffic flow. Accordingly, determining the "correct" size of the sliding 

window in the process of entropy calculation remains one of the problematic issues in applying entropy 

indicators to analyze the security of cyber-physical systems and identify information security 

anomalies. If we calculate the entropy of all sources of events in the information system, then when 

logging a new security event, it is necessary to calculate the probabilities of all previously logged 

message types. The method is not suitable for calculating the entropy of a source that constantly 

generates new message types. 

3. Problem statement 

This paper investigates the possibility of identifying the alleged attack vector based on the entropy 

analysis of cybersecurity events in the operating system and application systems. Anomaly detection in 

the operation of the application process/operating system was performed based on the comparison of 

the reference entropy with the entropy of the application process/operating system after performing 

unauthorized actions. The research was conducted in the environment Windows 10 operating system 

one of the popular user systems [16]. 

4. Model implementation 

As known [17], the Windows event logging service uses the data stored in the "EventLog" registry 

key, which, in turn, contains subkeys that store system operation logs. The main logging data of the 

Windows operating system are records of applications, system processes, and security processes. 



Processes of application can log events associated with them in the standard log of the corresponding 

application processes, created when the corresponding program is installed. Within the framework of 

this study, a detailed analysis of the structure and content of operation logs the following logs were 

used: application processes, security systems, and PowerShell Operational, which stores, in particular, 

information about console commands. At the same time, it was considered that most of the records in 

the event logs during normal system operations are "Microsoft Windows security auditing" messages 

about logging in and logging out of users, granting them rights, fetching credentials; and also taking 

into account the fact that messages about security events may not be logged in case an attacker blocked 

the logging of events security. 

Entropy values were calculated based on the PID (process ID) and PPID (parent process ID) of the 

process and the event code. As known [18], by default, the Windows operating system does not log 

events about the following activities: creating, modifying, or deleting files; creating processes, or 

modifying the registry. So, to register these events the Sysmon service was leveraged. Sysmon, once 

installed on a system, remains resident across system reboots and allows monitoring and logging of 

cybersecurity events to the Windows log. Also, this tool allows us to get detailed information about the 

launch of processes, network connections, and changes in the file creation time [19]. The Sysmon 

service was used in the standard configuration [20]. At this stage of the research, network connections 

were not analyzed, so the entries of the "NetworkConnect" type were disabled. 

The entropy of the event source was calculated using the Shannon formula [21]: 
 

𝐻(𝐴) = − ∑ 𝑝𝑖 log2 𝑝𝑖

𝑘

𝑖=1

, (1) 

where 𝐴 – set of messages, 𝑘 – the number of messages, 𝑝𝑖 – the probability of occurrence of each 

message. 

To calculate the probability of a message appearing, the following formula was used: 
 

𝑝𝑖 =
𝑛𝑖

𝑁
, (2) 

 

where 𝑛𝑖 – the number of messages of a certain type, 𝑁 – the total number of messages. 

The sliding window method was used to calculate the entropy of the event log [22]. The entropy was 

calculated for messages within the selected window of size 𝑊. For the first 𝑊 messages, the entropy is 

calculated by the formula (1), then when new messages appear, the window is shifted by 𝑑𝑊. 

Figure 1 shows a scheme of the sliding window method with 𝑊 = 5 and 𝑑𝑊 = 1, the different 

message types are numbered. 

 
Figure 1: Scheme of the sliding window method 

 

After shifting the window, the current entropy value was calculated: 
 

𝐻𝑖 = 𝐻𝑖−1 + ∆𝐻, (3) 
 

The entropy change was calculated by the formula: 
 

∆𝐻 = 𝐻𝑖 − 𝐻𝑖−1, (4) 
 

Substituting formula (1) into formula (4), we obtained the expression: 

∆𝐻 = − ∑ 𝑝𝑖 log2 𝑝𝑖

𝑘

𝑖=1

+ ∑ 𝑝′
𝑗 log2 𝑝′

𝑗

𝑙

𝑗=1

, (5) 

 

where letters without a stroke are the probability of the value of messages for the current window, with 

a stroke – for the previous window. 



With this approach, elements with no changed probability in the current and previous windows will 

not affect the change in entropy, therefore, it will depend only on the elements that have entered and 

left the window. In Figure 1, after shifting the window, the probability of elements 1 and 3 will change, 

while element 2 will remain unchanged. If we designate the previous values of the probabilities of 

elements 1 and 3 as 𝑝11 and 𝑝31, and the current values as 𝑝12 and 𝑝32, then the entropy change will be 

calculated by the formula: 
 

∆𝐻 = − 𝑝12 log2 𝑝12 − 𝑝32 log2 𝑝32 + 𝑝11 log2 𝑝11 + 𝑝31 log2 𝑝31, (6) 
 

That is, for elements with changed probability we need to subtract the entropy before the window 

shift and add the entropy after the shift. To calculate the entropy of Windows event logging according 

to the described algorithm, a Python program was developed. To receive messages from the event log, 

the “EvtSubscribe” function [23], which is part of the Win32 API, was used. 

Figure 2 shows the entropy during normal system operation. Entropy values were calculated based 

on the PID of the process, and for Sysmon messages - based on the event code. The size of the sliding 

window was 100, which made it possible to cover the events to be logged as fully as possible. 

The analysis of the obtained research results showed that in the occurrence of a significant number 

of cybersecurity events of the same type, the entropy value approaches zero. If the number of 

cybersecurity events is greater than the size of the sliding window, the entropy value will be zero. 

Therefore, the following heuristics were introduced in further studies. 

Heuristic E1. By examining the graph of changes in the entropy of the message source, it is possible 

to identify an attack with high certainty. 

Heuristic E2. For complete identification, there must be several signs of the presence of an attack 

vector. The prerequisites for an attack are a deep drop in the level of entropy and a large increase in the 

level of entropy. But if these two features are not related, these features are not sufficient to consider 

them one by one as mandatory features of entropy. 

Heuristic E3. The attack is accompanied by a large range of entropy reduction at the beginning of 

the attack and a large increase in the entropy level at the end of the attack. 

Further, a heuristic will also be introduced to guarantee the capture of the attack vector. Within the 

framework of this study, several options for expert determination of the window width were considered: 

1. Expert survey of information systems security administrators. 

2. To determine the width of the window, which is guaranteed to contain information about the 

attack, several investigations were carried out, in which the beginning and end of the attack were 

fixed by experts. The window width was determined based on the statistical analysis of the obtained 

data. The width of the window should be considered in several aspects: when studying trends in 

entropy change; when detecting anomalous behavior of the function values; for guaranteed 

localization of the event, while the event consists of related messages/entries. 

When studying the behavior of the function that describes the change in entropy, at least several 

factors were distinguished: the number of events in the window; a variety of different types of events 

in the window; interval of entropy changes within the window. 

The attack detection window (ADW) is considered to be the number of recorded events during which 

it is possible to reliably determine the signs of the beginning of an attack, the maximum difference in 

entropy values, and the signs of the completion of an attack. 

The window for determining standard events (WDSE) is considered to be the number of recorded 

events, during which it is possible to determine the beginning, reaching the minimum/maximum 

entropy, and the end of the event. The width of the window in all cases was measured by the number 

of recorded events. Even based on visual observations, it can be concluded that almost always 

ADW>WDSE. 

As known, determining the size of a sliding window when calculating entropy remains one of the 

problematic issues in applying entropy indicators to analyze the security of cyber-physical systems and 

detect cybersecurity anomalies. Determining the required width of the sliding window makes it possible 

to automate the analysis of the behavior of a function that reflects the level of entropy. To ensure the 

further automatic investigation of the behavior of the function that describes the value of entropy in the 

system, it is necessary to investigate: identifying the behavior of the function graph during attacks; 

identifying common features of attacks displayed on the graph; finding the boundaries of the beginning 

and end of the attack. 



An attack can be investigated by studying the behavioral trends, in particular, the time series. As 

known, trends are described using linear, logarithmic, power, and other equations. Let's consider an 

approach that allows us to identify a rapid change in trend behavior from the very first steps of the 

emergence of a certain trend. Let a series of events be given, the sequence of which will be denoted by 

indices 𝑖 ∈ 𝑇 = {1, … , 𝑡}. The entropy value for each event will be denoted by 
 

𝑥𝑖 , 𝑖 ∈ 𝑇, (7) 
 

To study the patterns of behavior of the values of series (7), we set WDSE 𝜏, for example, in the 

interval 𝜏 ∈ [1,
𝑡

2
]. For each event 𝑖 ∈ 𝑇, we will determine the values of the ratio: 

𝑟𝑖𝑗 =
𝑥𝑖

𝑥𝑖+𝑗
, (8) 

where 𝑗 = 1, … , 𝜏. 

In situations where there may be zero values among the entropy values, sufficiently small values 

𝜀 > 0 can be added to the denominator in formula (8): 
 

𝑟𝑖𝑗 =
𝑥𝑖

(𝑥𝑖+𝑗 + 𝜀)
, (9) 

 

where 𝑗 = 1, … , 𝜏. 

Signs of a change in the trend with a sharp decrease in entropy values are the presence within the 

width window (8) among the values of the form (9) that are significantly greater than the values of the 

series (7): 
 

∃𝑟𝑖𝑗 >> 𝑚𝑎𝑥
𝑙∈𝑇

(𝑥𝑙), (10) 

 

Signs of a change in the trend with a sharp increase in entropy values are the presence among the 

values of the form (9) and those that are significantly lower than the inverse values of the series (7): 
 

∃ (
1

𝑟𝑖𝑗
) << 𝑚𝑖𝑛

𝑙∈𝑇
(

1

𝑥𝑙
), (11) 

 

The presence of several values (10) or (11) among the values of the form (9) is the criteria for a 

sharp change in the trend. Depending on the width of the window, it is possible to determine the trend 

change at different stages. 

 

Table 1 
Example of window width with a trend change 

t 1 2 3 4 5 6 

1 1,17      
2 0,83 0,83     
3 0,86 0,83 1    
4 1,17 1,2 0,83 1,17   
5 1,20 1,0 1,20 0,56 0,88  
6 0,71 1,00 0,56 0,75 0,25 0,55 
7 1,17 0,56 0,88 0,35 0,66 0,20 
8 0,67 0,88 0,30 0,66 0,24 0,79 
9 1,13 0,55 0,98 0,3 1,18 0,35 

10 0,73 1,13 0,48 1,58 0,40 9,45 
11 1,38 0,89 2,48 0,89 17,30 1,48 
12 0,89 2,20 1,19 19,80 2,37 69,30 
13 1,80 1,33 19,8 3,56 89,10 5,33 
14 0,83 9,00 2,22 49,5 4,44 149,00 
15 6,00 1,67 27,00 3,33 99,00 13,30 
16 0,33 3,00 0,42 9,00 1,67 24,80 



 
Figure 2: Entropy during normal system operation and security event logging enabled 

 

Figure 3 shows simulation results with cybersecurity event logging disabled. The average value of 

entropy is 2.04961, and the variance is 2.45429, which is significantly higher than the average value of 

entropy and variance obtained in the opposite case. 

 
Figure 3: Entropy values when logging cybersecurity events disabled 

 

Figure 4 shows a graph of the entropy changes during the regular operation of the system and the 

logging of cybersecurity events by the Sysmon process. The average value of entropy is 1.53181, the 

minimum is 0.58508. 

 
Figure 4: Entropy during normal system operation and logging of cybersecurity events by the Sysmon 
process 

 

At the next stage of the research, unauthorized actions were simulated in a system with an active 

Sysmon service. As part of the implementation of this stage, numerous files were written, and many 

processes were created. 
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The creation of a significant number of files or processes may indicate a local DoS (Denial of 

Service) attack aimed at degrading the performance of the hardware and software system, and, as a 

result, disrupting availability. Simultaneous actions with numerous files may also indicate unauthorized 

actions, such as the execution of a ransomware virus. To simulate the generation of cybersecurity events 

in the browser, a significant number of pages were opened, which are typically stored so that they can 

be restored the next time the browser is launched. Figure 5 shows a graph of the entropy changes when 

replacing descriptors for numerous files. A similar dependence was obtained for the case of creating 

and executing many processes. 

 
Figure 5: Entropy values when creating a significant number of processes 

 

Analysis of the research results showed that the average value of the entropy of the system, obtained 

based on the analysis of cybersecurity events, is greater than the entropy value when security events are 

not recorded. Thus, it was concluded that by comparing the average value of the entropy of the system 

for a certain period with the value accepted as a reference, it is possible to detect the disabling of logging 

of cybersecurity events, which may indicate, among other things, a certain phase of the implementation 

of the attack vector. 

Then the ability was tested for immediate detection of the security events logging turned off. To 

disable logging, the command "auditpol /clear" must be executed. This command is designed to remove 

the security audit settings for all users and, accordingly, processes running on their behalf. Figure 6 

shows the entropy values after disabling cybersecurity event logging. 

 
Figure 6: Entropy values after disabling cybersecurity events logging 

 

The first zero value of entropy is due to a large number of records about reading account data and 

granting rights during user login. The following zero value is caused by a large number of audit policy 

change records. 

We also studied whether the value of the entropy is affected by attacks aimed at obtaining 

unauthorized access to the system via a reverse TCP connection. An attack was performed using 
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Metasploit on a Linux virtual machine which involves remotely connecting to the target system and 

exploiting "UAC bypass" privilege escalation, which in turn would grant "System" user rights: 

• "Meterpreter reverse TCP" payload [24-27] was created and uploaded to the target system. 

• Once opened, the file establishes a connection to Metasploit, creating a session that provides 

access to the target system. 

• To obtain superuser or "System" rights, privileges were escalated using the "FodHelper UAC 

bypass" exploit [28], which allows bypassing Windows user access control. 

The successful result of the attack is a remote connection to the target system and the execution of 

privilege escalation. The attack scheme that was used in the simulation process is shown in Figure 7. 

 
Figure 7: Attack implementation scheme 

 

Figure 8 shows the entropy values at a sliding window size of 300 during normal system operation 

and the attack execution. Average value – 1.89971, minimum – 0.09664, maximum – 3.14670. 

 
Figure 8: Entropy values during the attack execution 

 

During the attack execution, the entropy value was the highest for the entire observation period, 

which is due to the occurrence of cybersecurity events such as modifying the registry and executing 

commands in the console. Entropy values close to zero are caused by cybersecurity events related to 

reading credentials. Figure 9 shows the deviation of the entropy values from the reference values 

observed during the implementation of the attack vector. 
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Figure 9: Entropy deviation from reference values 

5. Conclusions 

The analysis of the obtained results allows us to conclude that such events significantly affect the 

value of the entropy of the system; accordingly, large values may indicate the execution of unauthorized 

actions in the system. 

Thus, the proposed approaches in this work allow the detection of anomalous conditions, such as 

one-time recording of a large number of files, launching a large number of processes, stopping security 

event logging, gaining unauthorized remote access to the system, and privilege escalation. When 

developing the attack lifecycle, the entropy value differs significantly from the average values 

(observed during normal system operation), and, accordingly, this method of analyzing security event 

logging allows you to detect the exceeding of defined security thresholds, which may indicate the 

presence of anomalies or abuses. The proposed approach to determining the width of the sliding window 

makes it possible to identify with great accuracy the presence of a deviation from the normal operation 

of the system and to determine the development trends of incomprehensible events or processes. These 

solutions can be integrated into intrusion detection systems or other security controls. 
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