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Abstract  
In this paper we have presented a realization of the machine vision purposes in scope of the 

processing of astronomical frames by the Canny edge detector. Its main purpose is to select 

image’s borders of object with the unknown shape in the frame’s background using the 

different known recognition patterns. Parameters for the Canny edge detector are determined 

automatically by the results of frame pre-processing and are unique for each image in the 

input data set. The Canny edge detector was realized as a tool using the C++ programming 

language. Implementation of the machine vision purposes was tested using the astronomical 

frames with different patterns, object shapes, sizes, and resolutions.  
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1. Introduction 

The astronomical frames in the common case are made by the charge-coupled devices (CCD) [1] 
and can be received from the different sources: archives, servers, predefined series or “live” (online) 

data streams. There are also various machine vision purposes [2] that include analyzing, 

understanding digital images, methods for acquiring, processing and extraction of high-dimensional 
information to produce symbolic or numerical data in form as decisions [3]. 

The machine vision and data mining [4] purposes regarding the astronomical frame processing are 

related to the following features: filtering [5], brightness equalization with background alignment [6], 
images detection of objects [7], motion detection of objects [8], astrometry (estimation of the object’s 

position in an image, which can be converted to position in the sky) [9], photometry (estimation of the 

object’s brightness) [10], determination of the object’s parameters and its visible motion [11], 

reference objects cataloging [12], objects recognition [13, 14], Wavelet coherence analysis [15], etc. 
There are several mathematical filters that are different by their nature but can be used at the pre-

processing stage in the pipeline for CCD-images [16] before the general frame processing method: 

 fast Fourier transform (FFT), as an algorithm, which computes the discrete Fourier 

transform (DFT) of a sequence, or its inverse (IDFT) [17]. 

 low-pass filter [18] – data cleaning process for bypassing the different artifacts of the 
instrumental measurements. Such a filtering algorithm also attenuates signals with frequencies 

higher than the cutoff frequency and passes only the signals with a frequency lower than a 

selected cutoff frequency. 

 edge detection methods [19] that are aimed at the edges identifying like curves in a frame, at 
which the image brightness changes sharply or has discontinuities. 

 corner detection methods [20] that are used in the machine vision process to get the 

appropriate kinds of the features of an image. 
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 blob (point) detection methods [21] that are aimed for the identifying process of the various 

regions of the investigated objects in the astronomical CCD images. Such regions have 
differences in color and brightness/gray shade, which are comparable with the adjacent 

regions. The blob is a kind of region with points or even pixels that have the same constant or 

approximately constant properties, so all such points or even pixels in the blob are the same. 

 ridge detection methods [22] that are aimed at the ridge’s localization in the frame that 

defined as curves where its points are the local maximums of the image function, like the 
geographical ridges. 

The object’s recognition process using the predefined recognition pattern can be simplified by the 

preparing more accurate determined image’s borders of object [23]. There are a lot of different 
patterns or types of objects in an image: point, long, blurred and objects with flare or intersection with 

another objects. Some of them are galaxies, stars, robots, drones [24], rockets, satellites [25], and even 

small Solar System objects [26]. 
So, for our research we selected the Canny edge detector from the edge detectors family [19] to 

analyze its ability to identify edges of the different astronomical objects in images, which have more 

complicated structure and random background noise. 

In this paper we presented the several mostly known recognition patterns for the astronomical 
frames, which are commonly used during the astronomical image processing like classification. Also, 

we presented the real examples of applying the Canny edge detector implemented into the developed 

tool using the C++ programming language. This tool is a realization of the machine vision purposes 
for processing of the astronomical frames with different patterns, sizes, object shapes and resolutions. 

2. Astronomical object classification 

One of the main directions for the image processing in astronomy is the object classification. This 

process is also related to the one step from the general (KDD) process [27].  
There are two known helpful concepts in the astronomical object classification. They are 

completeness (also known as recall) and efficiency (also known as precision). The completeness 

concept is defined in terms of the true positive (TP) and false positive (FP). The efficiency concept is 
defined in terms of the true negative (TN) and false negative (FN).  

The completeness concept is the number of objects that are really related to the appropriate class 

with some pattern, as mentioned in the following formula [7, 14]: 

 

𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 =
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
 

(1) 

 

The efficiency concept is the number of objects that were already classified and really related to 

the appropriate pattern, as mentioned in the following formula [8, 14]: 
 

𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 

 

Such two metrics are very interesting for the astrophysics research in case when completeness and 
efficiency are the highest. The importance of each quantity is often depended on the situation. For 

example, an investigation of the rare objects that generally requires a high completeness while allows 

the lower efficiency, but the statistical clustering or classification of cosmological and astrophysical 
objects requires the high efficiency, even if the completeness of such procedure is very expensive. 

The astronomical object classifications can be also performed by the bivariate luminosity function 

and the morphology-density relation where both a digital sky survey of this size and detailed Hubble 
types are used. Such realization uses a committee of Artificial Neural Networks (ANNs) [28] in the 

“waterfall” arrangement, in which the output from one ANN is the input of other ANN. This 

detalization produces the more detailed classes and subclasses, that improves their results using the 

spectral principal components and investigation of their kinematics.  
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The different genetic algorithms with evolving the ANNs are used for the attribute selection and 
classification of the “bent-double” galaxies in the FIRST (Faint Images of the Radio Sky at Twenty-

cm) [29] radio survey data. FIRST is the project, which was developed for the generating a radio 

equivalent of the Palomar Observatory Sky Survey over 10 thousand degrees2 of the North and South 

Galactic Caps. 
Using the NRAO Very Large Array (VLA) and an automated mapping pipeline, the FIRST project 

produced images with the following characteristics: 1.8" pixels, typical root mean square (RMS) of 

0.15 mJy, image resolution of 5". The detection threshold was used at the 1 mJy source, and there 
were about 90 sources per degree2, where about 35 percent of which have the formed structure with 

scales from 2-30". And only 30 percent of the FIRST sources have analogues in the known modern 

Sloan Digital Sky Survey (SDSS) catalogue [30]. 
So, the radio morphology includes the compact nucleus of the radio galaxy and extremely long 

jets. Thus, in this way the bent-double morphology detects the galaxy cluster presence. Such 

morphology can be performed by the different approaches. Some of them are like combination of the 

ensembles of ANN and the locally weighted regression or even by using the fuzzy algebra and 
heuristic methods, anticipating the importance of probabilistic studies that are just now beginning to 

emerge. 

3. Recognition patterns 

The pattern recognition techniques are the base of the machine vision purposes into processing of the 
astronomical frames. Such recognition techniques are related to the astronomical object classification 

and simplify this process using the especial methods, templates, patterns, etc. These algorithms are used 

for the assignment of the initial input data to a certain class or group by selecting of the major features, 
which characterize this group [31]. So, for the objects in images received as real sets of astronomical 

frames, the following different recognition patterns can be applied [32]. 

3.1. Point objects 

The point objects in the astronomical frame have a round shape. These objects have only one 
brightness peak in its center. Such example of the point objects in the astronomical frame is presented 

in the Figure 1. 

 

  
Figure 1: Astronomical image with the point objects: spatial domain (left) and its frequency domain 
(right) 

3.2. Long objects 

The extended or long objects in the astronomical frame have the round shape at the end of their 
form and at least 1:4 or even more semi-axes ratio. These objects have several brightness peaks that 
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very closely lie along the line in the direction of object. Such example of the long objects in the 
astronomical frame is presented in the Figure 2. 

 

  
Figure 2: Astronomical image with the long objects: spatial domain (left) and its frequency domain 
(right) 

3.3. Blurred objects 

The blurred objects in the astronomical frame have the round shape at the end of their form and up 

to 1:4 semi-axes ratio. These objects have the same properties with extended/ long objects but have 
the different origin nature. The reasons of such frame’s creation are the following: various telescope’s 

aberrations, different fails in the diurnal tracking, telescope coma [33], etc. Such example of the 

blurred objects in the astronomical frame is presented in the Figure 3. 

 

  
Figure 3: Astronomical image with the blurred objects: spatial domain (left) and its frequency 
domain (right) 

3.4. Objects with flare or intersection with other objects 

This type of the object’s recognition pattern is not so general, but also can be as a combination of 
other patterns, e.g., point, long and blurred objects. The major singularity of it is the crossing with other 

objects in the astronomical frame where the brightness of the closely located object is more than 

brightness of the investigated object. 
Another case of appearance of such superfluous flare is the very long exposure time. This situation is 

very complicated for the automated machine vision because the brightness peak of such intersected 

objects are mixed and unspecified. 

Such example of the objects with flare and intersection with another objects in the astronomical 
frame is presented in the Figure 4. 
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Figure 4: Astronomical image with the objects with flare and intersection with another objects: 
spatial domain (left) and its frequency domain (right) 

4. Canny edge detector 

The Canny edge detector is an operator from the edge detection family, which uses a multi-steps 
algorithm to detect the wide range of edges or corners in the CCD-images. The Canny edge detection is a 

method, which helps to extract the useful structure information of the various vision objects and reduce the 

amount of data for the further processing. Such filter is widely used in the different computer vision 
systems. 

The developer Canny has found that the requirements for the edge detection application on diverse 

vision systems are comparatively similar. In this case, the edge detection technique can be used in a very 

wide range of conditions [34]. 

4.1. Criteria 

There are several common criteria for the edge detection: 

 Detection of edges with the lower rate of error – the detection should precisely catch as many 

edges presented in the CCD-image as possible. 

 The edge point, which was detected from the operator will accurately localize in a center of the 

CCD-image’s edge or corner. 

 A given edge in the CCD-image will be marked only one time, and where possible, image 
noise will not create false edges or corners. 

4.2. Processing steps 

The processing algorithm of the Canny edge detector consists of the following five processing 

steps [35]: 

 Applying of the Gaussian filter [18] to remove the noise by smoothing the CCD-image under 
processing using the following equation: 

 

𝐻𝑖𝑗 =
1

2𝜋𝜎2
𝑒𝑥𝑝 (−

(𝑖 − (𝑘 + 1))
2
+ (𝑗 − (𝑘 + 1))

2

2𝜋𝜎2
), (3) 

 

where 1 ≤ 𝑖, 𝑗 ≤ (2𝑘 + 1). 
 Determining of the image’s intensity gradients using the following equation: 
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𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2, (4) 

𝐺𝑥 = [
−1 0 +1
−2 0 +2
−1 0 +1

] ∗ 𝐴;       𝐺𝑦 = [
−1 −2 −1
0 0 0
+1 +2 +1

] ∗ 𝐴 (5) 

 

where 𝐺𝑥  and 𝐺𝑦 are two images which at each point contain the horizontal and vertical 

derivative approximations respectively; 𝐴 is a source image. 

 Applying of thresholds of the gradient magnitude and performing the lower bound cut-off 

reduction for getting the rid of mock response for the edge detection. 

 Applying of the predefined double threshold for determination of the potential edges in the 
CCD-image under processing. 

 Finalizing of the edges detection by reducing all other edges that are not connected to the 

strong edges and weak. 

4.3. Thresholds 

For the last processing step of the Canny edge detector, the higher and lower threshold values are 
selected. If the gradient value of an edge pixel is higher than the higher threshold value, it is marked 

as a strong edge pixel. 

If a gradient value of an edge pixel is lower than the higher threshold value and higher than the 

lower threshold value, it is marked as a faint edge pixel. If the gradient value of an edge pixel is lower 
than the lower threshold value, it is rejected. 

Such 2 critical values are defined according to the given input astronomical image [36]. 

5. Image recognition test examples 

The Canny edge detector can be used aa a pre-processing method in the pipeline. The proper place 
for it is before the main algorithm using for the image processing (classification [31] and recognition 

[5] of objects, parameters estimation of the image or apparent motion of object [11]). 

In our research we applied the Canny edge detector after the brightness alignment and background 
equalization processing using the inverse median filter [6]. We decided this because of the more 

precise object’s edge detection after applying the Canny edge detector without the redundant noises in 

astronomical frame. 
Under the current research we took astronomical frames for the image’s recognition purposes with 

the following various resolutions: 512 x 512, 768 x 512, 3056 x 3056, 4008 x 2672 pixels. Also, the 

appropriate different conditions were used during the observation. Such astronomical frames were 

received from the several real observatories and used as the test examples. 
These test data were selected in scope of the current research from the following real observatories: 

ISON-NM [37], ISON-Kislovodsk [37], Vihorlat Observatory in Humenne [10] and Mayaki observing 

station of "Astronomical Observatory" Research Institute of I. I. Mechnikov Odessa National 
University [38] with unique observatory codes “H15”, “D00”, “Humenne” and “583” accordingly. 

The information about these observatories is provided in the Table 1. The observatory codes are 

unique and approved by the Minor Planet Center (MPC) [39] of the International Astronomical Union 
(IAU) [40]. 

Image recognition test examples are consisting of the different series of astronomical CCD-frames 

that were collected during the regular observations by the various CCD-cameras. The information 

about the CCD-cameras that are installed on the telescopes from the observatories list above is 
presented in the Table 2. 

This table contains the following information about CCD-camera: model and its parameters, like 

resolution, pixel size and exposure time. 
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Table 1 
Information about observatories 

Observatory Code Telescope 

ISON-Kislovodsk D00 19.2 cm wide-field GENON (VT-78) 
telescope 

ISON-NM H15 0.4 m SANTEL-400AN telescope 
Vihorlat Observatory Humenne Vihorlat National Telescope (VNT) – 

Kassegren telescope with 1 m main 
mirror with focal length 8925 mm 

Vihorlat Observatory Humenne Celestron C11 telescope – Schmidt-
Cassegrain telescope with 28 cm main 

mirror with focal length 3060 mm 
Astronomical Observatory 583 0.48 m AZT-3 telescope – reflector 

with focal length 2025 mm 
Observatory Code Telescope 

ISON-Kislovodsk D00 19.2 cm wide-field GENON (VT-78) 
telescope 

ISON-NM H15 0.4 m SANTEL-400AN telescope 

 
Table 2 
Information about CCD-cameras 

Code CCD-camera Resolution Pixel size Exposure time 

D00 FLI ML09000-65 4008 × 2672 pixels 9 microns 180 seconds 
H15 FLI ML09000-65 3056 × 3056 pixels 12 microns 150 seconds 

Humenne FLI PL1001E 512 × 512 pixels 12 microns 150 seconds 
Humenne G2-1600 768 × 512 pixels 9 microns 180 seconds 

583 Sony ICX429ALL 795 × 596 pixels 12 microns 150 seconds 
 

Each series of CCD-frames includes the different investigated objects in each frame of series. 

Processing results of some examples of the astronomical frames according to the different recognition 
patterns of objects described above using the developed tool with implemented Canny edge detector 

are presented in the Figure 5. 

The processing results and subsequent analysis showed that the Canny edge detector has a good 
accuracy with edge detection in the astronomical frames, which contain the point objects and the 

single long objects. The processing results of the edge detection for the blurred objects are not so 

precise. The reason of this is that there are few brightness peaks are very closely presented along a 

line of the direction of object. So, images of the several objects are mistakenly merged into the one 
object, which makes further processing very uncertain and complicated. So, as a result, the Canny 

edge detector is not so effective for using with such astronomical recognition patterns. 
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Figure 5: Processing results of astronomical frames with several recognition patterns of point, long, 
blurred objects and objects with flare 

6. Conclusions 

The tool with implementation of the machine vision purposes into processing of the astronomical 

frames using Canny edge detector was developed as research under the CoLiTec project [27]. The 
tool with a realization of the Canny edge detector uses the C++ programming language, OpenCV 

mathematical library and QT graphical library. The especial test data in view of sets with 

astronomical CCD-frames [41] were selected for the current research by the various observatories 
equipped with the different telescopes. Such astronomical frames had the various observation 

conditions, resolutions for the required quality and presence of objects in the frames that can be 

recognized by the predefined investigated patterns. The quality indicators, like conditional probability 

of true detection and accuracy of the edge detection of objects were analyzed, which made possible to 
make the resolution.  

With help of applying the Canny edge detector under the pre-processing stage in a pipeline for the 

astronomical frames the precision of the major image processing methods (classification [27] and 
recognition [5] of objects, matched filtration [42], parameters estimation of the image or apparent 

motion of object [11], photometry [43]) increases by 5-20%. As results showed, the Canny edge 

detector applying increases the precision of the edge detection for the point and the single long 

objects. For the blurred objects in the astronomical frames, it is not so effective because of the 
difficulty increasing of detection and the chance to lose the object. The received results after 

processing including the generated experiments will be also used for the machine learning [44] and 

time series [45] analysis. 
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