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Abstract  
The low-illumination image enhancement method based on the adaptive MSRCR algorithm is 

proposed to address the problems of the Retinex algorithm in processing low-illumination 

images, such as the need to manually adjust parameters and blurred details. In the HSV color 

space of the original image, the luminance V component is decomposed by mean filtering to 

create a detail layer, and the detail layer information is enhanced by using enhancement 

weights. The improved Salp Swarm Algorithm (LLSSA) is proposed for adaptive parameter 

adjustment of Multi-Scale Retinex with Colour Recovery (MSRCR) and detail layer weights, 

which uses Logistic Chaos to initialise the salps population and introduces Lévy flights into 

the updated positions of leaders and followers to enhance the global search capability. Finally, 

the adaptive MSRCR enhancement map and the detail layer enhancement map are images 

fused to produce a final enhanced image with clear details. The experimental results show that 

compared with several typical algorithms, the algorithm in this paper can effectively maintain 

the image details, improve the image brightness and have better visual effects. 
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1. Introduction 

Images are an indispensable part of today's information age. However, because of weather, lighting, 

equipment, and other factors, low-illumination images make up the majority of the images. Low-

illumination images generally contain more obvious noise, low brightness, and inconspicuous details, 

which are detrimental to subsequent computer vision and other applications while affecting the visual 

experience. Although low-illumination image enhancement has been extensively studied, it is difficult 

to balance the relationship between contrast enhancement and naturalness. Aspects such as brightness, 

detail, and color perception of the enhanced image are considered as the subjective perception of the 

individual is related to the measure of naturalness.  

Currently, common algorithms for low-illumination image enhancement include Histogram 

Equalization, deep learning-based image enhancement algorithms, and Retinex-based algorithms. (1) 

Histogram Equalization algorithm is simple yet widely used. However, the method may increase the 

contrast of background noise, leading to over-enhancement. Work [1] uses a filter to produce a balanced 

histogram with high entropy. Work [2] proposed a luminance-maintaining histogram algorithm based 

on the Cuckoo Search Algorithm. (2) Deep learning image enhancement is divided into supervised 

learning networks and unsupervised learning networks. Work [3], [4] and [5] is that the network model 

has low-light images and paired normal images when trained. For unsupervised learning aspects, work 

[6] proposed an approach to lightweight deep networks by converting the task to an image-specific 

curve estimation problem, and setting the non-reference loss function. Work [7] present an effective 

unsupervised generative adversarial network that builds unpaired mappings between low-light and 
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normal-light image spaces. (3) Retinex theory, first proposed by Land and McCann [8] in the 1960s. 

Based on this theory, Jobson and his collaborators have advanced some classical algorithms: Single 

Scale Retinex (SSR) [9], Multi-Scale Retinex (MSR) [10], and Multi-Scale Retinex with Color 

Restoration (MSRCR) [11], which introduces a color factor C for color correction to make the picture 

more natural. However, traditional algorithms are not conducive to automating image enhancement. 

Work [12] proposed a Retinex-based image enhancement algorithm that uses Particle Swarm 

Optimization and multi-objective functions to control parameters, which can effectively enhance the 

brightness, contrast and color of an image. Work [13] and [14] enhance images by converting color 

spaces. 

To further improve the brightness and image details of the enhanced image, this paper recommends 

a low-light image enhancement method based on the adaptive MSRCR algorithm. The adaptation 

function in this study adds the color metric and information entropy, which not only ensures the 

augmentation of brightness but also better preserves the naturalness and detail aspects, in contrast to 

the prior function that solely concentrates on brightness. The five parameters of the MSRCR algorithm 

and the enhancement weight parameters of the detail layer enhancement part are optimized by using the 

improved Salp Swarm Algorithm. The proposed algorithm is tested by using images from different 

shooting environments. 

2. Retinex theory and related algorithms 

The Retinex theory is also called the retinal cortex theory. Retinex theory is the decomposition of a 

given image into illumination and reflection components with the following expressions. 

      , , ,I x y L x y R x y   (1) 

where 𝐼 is the image observed by the human eye; 𝐿 is the information of the incident component of the 

object. 𝑅 refers to the reflected part of the object. 𝑥 and 𝑦 are the locations of the pixel points. In the 

calculation process, since the logarithmic form is closest to the properties of the process with which one 

perceives luminance, it is usually transferred to the logarithmic domain for the solution. 
SSR constructs a Gaussian surround function to obtain the estimated light component. The final 

image color is easily distorted. The following equation is shown. 
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where ∗ is the convolution and 𝐺(𝑥, 𝑦) is the Gaussian surround function. 

MSR, which has the benefits of constant color, is presented to weight and total the SSR of various 

scales in order to address the problems with SSR. The following equation is shown. 
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where 𝑛 is the number of Gaussian surround functions, which is generally 3; 𝑊𝑖 is the weight of the ith 

filter function, and the sum of all scales is 1. 

However, there are still problems with distortion of the image due to operation in the RGB space. 

To address this problem, the researcher once again proposed the new algorithm MSRCR, which 

multiplies the color recovery factor 𝐶 on the MSR output result to achieve color improvement and 

correction. The following equation is shown. 

  
j jMSRCR j MSRR G C R b   (4) 

where 𝐺, 𝑏 is the gain and offset; 𝐶𝑗 refers to the 𝑗th color recovery factor, there are generally three 

color recovery factors representing R, G, B three color channels, respectively. 

3. Improved Salp Swarm Algorithm 

Proposed by Mirjalili [15], the Salp Swarm Algorithm (SSA) is a population intelligence 

optimization algorithm which is computationally small and simple to understand. The researchers found 

that the salps often forms a salp chain. This is an optimization behavior to change their trajectory faster 



and better to obtain food, and this behavior has led to the formation of SSA, which has a high utilization 

rate and convergence speed. 

Since there is no guidance of prior knowledge, the standard SSA adopts random initialization. 

Chaotic sequence helps the algorithm improve the ability of global search [16, 17]. Therefore, in this 

paper, Logistic chaotic mapping was used to initialize the population of salps. The system definition of 

Logistic chaos is expressed as follows. 

       1 1  x i x i x i     (5) 

where 𝜇 is the branching parameter and the value of μ in this paper is 4, which can achieve better results. 

Compared with the random population individual positions, the use of Logistic chaotic map makes the 

algorithm more capable of finding the optimal value. 

When processing complex image enhancement, the results obtained by standard SSA are not 

satisfactory . The randomness of step size and direction of Lévy flight [18] allows the algorithm to jump 

out of the local optimal solution. The length of Lévy flight step is expressed as follows: 
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where 𝑠 is the Lévy flight step, 𝜎𝜇
2, 𝜎𝑣

2 are the variances, and follows normal distribution. Γ is the 

gamma function. Parameter β is 1.5. 

A salps chain consists of leaders and followers. The leader move towards the food, and the update 

of its position is only related to the food position. In this paper, introducing the Lévy flight step into the 

update of the position of the leader and follower of salp, the leader can improve the ability of global 

optimization. The improved position of the salp leader is updated as follows. 
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where 𝑥𝑗
1 is the position of the first leader in the 𝑗th dimension, 𝐹𝑗 is the position of the food in the 𝑗th 

dimension, 𝑢𝑏𝑗 is the upper bound of the search space, 𝑙𝑏𝑗 is the lower bound of the search space, 𝑐3 is 

random numbers in [0,1], the direction of leader movement is controlled by 𝑐3. 𝑐1 plays a balancing 

role between global exploration and local exploitation before both. 𝑐1 is expressed as follows. 
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where 𝑙 is the number of current iterations and max_𝑖𝑡𝑒𝑟 represents the maximum number of times the 

population can iterate. 

Followers can follow the leader to move more targeted, improving the speed of searching for the 

global optimal solution. The location of the follower of salp is updated as follows. 
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where 𝑥
𝑗

𝑖’
is the position of the updated follower salp, 𝑥𝑗

𝑖 is the position of the follower salp before 

update, 𝑥𝑗
𝑖−1 shows the position of 𝑖 − 1th follower salp in 𝑗th dimension. 

4. LLSSA-MSRCR image enhancement 

The parameters in MSRCR usually use fixed values for image enhancement, which is not conducive 

to achieving the best subjective perception of the human eye and the best quality of the image itself. In 

this paper, LLSSA is used to improve the multiscale Retinex algorithm with color recovery, and 

LLSSA-MSRCR image enhancement algorithm is proposed. The algorithm is mainly divided into three 



parts: the first part is to separate the detail level image of the input low-illumination image, and then 

some image details are enhanced according to the weight value set after the algorithm optimization; In 

the second part, according to the carefully set fitness function, LLSSA algorithm optimizes the six 

parameters of three Gaussian kernels, gain, offset and detail layer weight in MSRCR, and achieves the 

best image quality enhancement for the differences of each image; The third part is the fusion of 

enhancement image and detail image according to the weight to generate the final enhancement image. 

4.1. Setting of fitness function 

It is very important to use an effective objective standard to evaluate the image quality. In this paper, 

brightness, color measurement and information entropy are selected as the objective function, as the 

direction of salp optimization, to measure the image quality. 

First, Transfer the image to HSV color space, select the lightness component V in HSV color space 

for evaluation, and perform subsequent image enhancement.  

The calculation of image brightness is shown as follows. 

    BR mean Vz mean V   (10) 

where 𝑉𝑧 is the V component of the enhanced image and 𝑉 is the V component of original image. 

Second, to enhance the color of the image, the image color index proposed by work [19] is adopted 

to measure the overall color sense in the natural scene, reflecting the vividness of the image. For the 

enhanced low-illuminance image, the higher vividness indicates that the image is more consistent with 

human perception. 

 0.3   rgyb rgybC      (11) 

where 𝜎 ∙ is the standard deviation and 𝜇 ∙ is the mean. 

Thirdly, a performance indicator information entropy is selected to evaluate the image quality. Image 

information entropy represents the amount of information contained in the image. The calculation 

formula of information entropy is shown as follows. 
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where 𝑃(𝑗) is the probability of pixel j in the image. 

In this paper, Formula (13) is used as the fitness function of the whole to search for optimization. 

 0.3  F BR H C     (13) 

4.2. Enhancement of image detail layer 

In the HSV color space, the brightness component V usually contains a large number of details of 

the picture. The enhancement of the detail layer of the image is to separate the detail layer in the V 

channel and carry out the restoration and enhancement of the detail layer. 

First, convert images to HSV space, and the mean filter is used to blur the V channel of the original 

image, and the basic image B is obtained. The mean filter is a commonly used low-pass filter, which 

takes the set region as the template, calculates the average value of the set region and sets the value as 

the center. The difference image obtained by subtracting the base image 𝐵 from the original image 𝑉 is 

the detail layer image 𝐷. The formula for obtaining the detail layer is shown as follows. 

 D V B   (14) 

Second, set the enhancement weight 𝑡 of the detail layer, and enhance the separated detail layer 𝑡 
times, which can effectively retain the edge information of the image and restrain the image 

overexposure. Combined with base 𝐵 and 𝑉 space enhanced by LLSSA-MSRCR, V channel image 

after detail enhancement is formed, as shown in Formula (15). 

 msrcr+ +  V tD B V  (15) 

where 𝑉𝑚𝑠𝑟𝑐𝑟 is the value component V channel after image enhancement by LLSSA-MSRCR. 



4.3. Image fusion 

In the process of image enhancement, image fusion is also a crucial part. Only with appropriate 

fusion weights can we generate images with higher quality and more consistent with human visual 

perception. The image fusion formula is shown as follows. 

 =P a X b M    (16) 

where 𝑃 is the final enhancement image of low illumination image enhancement, 𝑎 is the detail layer 

enhancement weight, 𝑏 is the MSRCR enhancement weight, 𝑋 is the detail layer enhancement image, 

and 𝑀 is the MSRCR enhancement image. After extensive experimentation, set 𝑎 to 0.2 and 𝑏 to 0.8. 

5. Results and Analysis 

In order to verify the effectiveness of LLSSA and LLSSA-MSRCR algorithms, standard test 

function comparison experiment and image enhancement experiment of LLSSA-MSRCR were carried 

out in this paper. 
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For the comparison experiment of standard test functions, there are 8 standard test functions selected 

in this paper, including single-peak standard test function (F1-F4), multi-peak standard test function 

(F5-F7) and fixed-dimension multi-peak standard test function F8, as shown in Table 1. In this section, 

LLSSA is compared with other optimization algorithms, such as Salp Swarm Algorithm SSA, Ant Lion 

Optimizer ALO, Moth Flame Optimization MFO, and Whale Optimization Algorithm WOA. In all 

optimization algorithms, the initial population value is set to 30, and the maximum number of iterations 

is set to 500. 



Table 2 shows the experimental comparison results of standard test functions. Each optimization 

algorithm runs standard functions for 30 times and takes the mean value and standard deviation of the 

results for subsequent performance analysis. The bold font in the table of experimental results is the 

minimum value that can be obtained by the comparison of all algorithms in the standard function. 

 

Table 2 
Experimental results of standard test functions 

F Index LLSSA SSA WOA ALO MFO 

F1 
Avg 1.53E-25 3.02E-06 1.00E+00 2.00E+00 3.00E+00 

Std 2.32E-25 1.38E-05 2.93E+02 1.28E-01 1.73E+03 

F2 
Avg 4.36E-14 2.11E-05 8.96E+00 2.85E-03 4.28E+00 

Std 5.84E-14 6.87E-06 1.36E+01 5.78E-03 6.42E+00 

F3 
Avg 6.95E+00 2.55E+02 7.65E+00 2.21E+02 9.47E+03 

Std 1.82E-01 4.97E+02 3.44E-01 4.45E+02 2.73E+04 

F4 
Avg 9.50E-05 1.21E-02 2.92E-03 2.28E-02 7.90E-03 

Std 1.07E-04 6.28E-03 3.99E-03 1.47E-02 4.02E-03 

F5 
Avg 0.00E+00 1.74E+01 2.62E+00 1.82E+01 2.13E+01 

Std 0.00E+00 6.63E+00 9.97E+00 8.84E+00 1.17E+01 

F6 
Avg 0.00E+00 2.25E-01 4.67E-02 2.09E-01 1.57E-01 

Std 0.00E+00 1.26E-01 9.46E-02 9.94E-02 9.58E-02 

F7 
Avg 3.87E-10 3.85E-01 3.42E-01 2.13E+00 1.66E-01 

Std 2.70E-10 7.17E-01 1.34E+00 2.51E+00 3.54E-01 

F8 
Avg 4.37E-04 2.83E-03 6.85E-04 3.58E-03 1.88E-03 

Std 2.02E-04 5.95E-03 4.80E-04 6.73E-03 3.76E-03 

 

According to the experimental results of comparison between LLSSA and four optimization 

algorithms on eight test functions, it can be seen from the table that in terms of average value, the 

optimization performance of LLSSA is better than that of SSA, WOA, ALO and MFO when the 

optimization accuracy of LLSSA is solved on unimodal function, multimodal function test function and 

fixed-dimension multimodal function test function. The convergence accuracy of LLSSA in functions 

F5 and F6 is the highest, which is close to the theoretical value 0. In terms of standard deviation, the 

standard deviation of LLSSA is smaller than that of SSA, WOA, ALO and MFO, which indicates that 

the stability of LLSSA and the ability to jump out of the local optimal are stronger than other algorithms. 

It can be seen from the above analysis that the stability, global optimization ability and ability to jump 

out of local optimization of LLSSA are stronger than SSA, WOA, ALO and MFO.  

5.1. Subjective evaluation 

In this paper, a total of twenty low-illumination condition images from different low-light image 

data sets are used, including DICM [20], LIME [21] low-light datasets and images downloaded from 

some company websites. The parameters of SSR, MSR and MSRCR were set as follows: (1) the 

Gaussian kernel selection of SSR was 80. (2) The three Gaussian kernels of MSR are 15, 80 and 250 

respectively, and the weight of each Gaussian kernels is one-third. (3) MSRCR The Gaussian kernels 

are the same as those of MSR, the gain 𝐺 is 30, and the offset 𝑏 value is -15. 

Figure 1 (a) shows the street image at night. Compared with the original image. Pictures in (b) and 

(c) are relatively white. The overall color is slightly dark, and the distant architectural details are not 

obvious. Pictures in (d) makes the overall tone of the picture more real and the color more vivid. 

However, both (d) and (e) have the blurred details, and the light is overexposed, which reduces the 

visual quality. The algorithm in this paper let the contour details of the human figure, mountains, bridges 

and street lamps in the image are significantly enhanced, and the overall brightness is improved. 

Compared with (d), the overall color of the image is more vivid and clearer. 

 



(b)SSR (C)MSR

(d)MSRCR (e)MSRCP-PSO (f)Proposed

(a)Original image

 
Figure 1: Comparison of enhanced street side image 
 

Figure 2 (a) shows the low-light plant image. In (b) and (c), the images are gray, which destroys the 

visual effect. (d) solves the ash phenomenon well on the whole. However, there are still problems such 

as unsatisfactory detail processing and unclear details on plant edges. (e) has blurred details, and the 

effect is not ideal. The overall brightness of the image enhanced by the algorithm in this paper is 

improved very well with plants and color palette as the center. The brightness enhancement is 

reasonable. The outline details of plants, especially small succulent ones, are more obvious. 

 

（a）Original image (b)SSR (c)MSR

(d)MSRCR (e)MSRCP-PSO (f)Proposed
 

Figure 2: Comparison of enhanced plant images 
 

Figure 3 (a) shows the image of the bridge under the setting sun. Due to the influence of poor light 

at night, houses, green plants and high-voltage lines can hardly be distinguished. (b) and (c) enhance 

the brightness to a certain extent. Houses and Bridges can be clearly seen, but there is a lack of details. 

The overall tone is somewhat gray, and the color and vividness are poor. The overall tone of (d) is better 

than the previous pictures. The details of the house in (e) are blurred and the effect is not ideal. The 



outlines of clouds and building in (f) are more detailed, the overall tone is brighter, and the clarity of 

the image is improved compared with the previous image. 

 

（a）Original image (b)SSR (c)MSR

（d）MSRCR (e)MSRCP-PSO (f)Proposed  
Figure 3: Comparison of enhanced bridge side image 
 

From the above analysis, it can be concluded that compared with other algorithms, the algorithm in 

this paper has good results in brightness, color saturation, detail and clarity, and the overall visual 

perception of human eyes is better. 

5.2. Objective evaluation 

In addition to the subjective visual perception, the results of image enhancement also need to be 

evaluated objectively with some measurement data. In this paper, three objective evaluation indexes, 

namely mean value, variance and information entropy, are used to evaluate the experimental results of 

each algorithm. The mean value can reflect the overall brightness of the image. The larger the mean 

value is, the higher the brightness of the image is. The variance reflects the richness of the image gray 

level. The larger the variance is, the higher the contrast and the more obvious the detail. Image 

information entropy reflects the storage of image information.  

Table 3 shows the enhanced effect of street side image. As can be seen from Table 3, compared with 

the traditional MSRCR algorithm, the low illumination image enhancement proposed in this paper 

improves by 6.25%, 35.16% and 3.64% respectively in the three evaluation indexes of mean value, 

variance and information entropy. It shows that the image enhanced by the proposed algorithm is better 

than that enhanced by other algorithms in brightness, contrast, detail and information contained in the 

image. 

 

Table 3 
Objective evaluation result of enhancement effect of street side image 

Evaluation 
index 

original SSR MSR MSRCR MSRCP-
PSO 

This paper 

Mean 48.2371 166.9349 166.9549 150.2321 149.5434 159.6194 
Variance 885.6733 1420.2753 1417.9889 1131.0718 1147.7752 1528.7883 

IE 6.7404 7.0182 7.0174 7.0531 7.0600 7.3100 

Table 4 shows the enhanced effect of plant image. According to the data in Table 4, it can be seen 

that the mean value, variance and information entropy have increased by 7.25%, 50.43% and 3.77% 

respectively, and these three evaluation indicators have significantly improved. 

 



Table 4 
Objective evaluation results of enhancement effect of plant image 

Evaluation 
index 

original SSR MSR MSRCR MSRCP-
PSO 

This paper 

Mean 44.3383 167.8218 167.9168 158.8319 158.7239 170.3023 
Variance 540.9992 974.2676 969.5774 869.6111 866.3288 1308.1914 

IE 6.6249 7.0682 7.0662 7.0559 7.0558 7.3220 

 
Table 5 shows the enhanced effect of bridge side image. In Table 5, the increase was 5.45%, 22.51% 

and 1.2% respectively. 

 
Table 5 
Objective evaluation results of enhancement effect of bridge side image 

Evaluation 
index 

original SSR MSR MSRCR MSRCP-
PSO 

This paper 

Mean 34.3032 140.9288 140.9476 134.2628 134.2852 141.5813 
Variance 1088.9552 2723.7164 2720.7306 2452.7719 2452.4808 3004.9820 

IE 6.3761 7.4734 7.4721 7.5529 7.5531 7.6438 

 

As can be seen from the objective evaluation indexes in Table 3-Table 5, the five image 

enhancement algorithms have improved low-illumination images to a certain extent, and the algorithm 

in this paper has the most obvious enhancement effect on low-illumination images. 

6. Summary 

Aiming at the problems of low brightness, fuzzy detail and low contrast of low illumination image, 

this paper proposes a low illumination image enhancement method based on adaptive MSRCR 

algorithm. The proposed algorithm effectively combines the MSRCR enhanced image with the detail 

enhanced image and can enhance the image quality by improving the advantages of brightness and 

detail. Brightness, color measure and information entropy were used as fitness functions to judge the 

quality of the enhanced image. Parameters such as Gauss kernel in MSRCR algorithm and the weight 

of detail layer were optimized by using Salp Swarm Algorithm to obtain the best parameters of image 

enhancement in different scenes. The enhanced weight is used to enhance the detail layer and then fuse 

with the MSRCR enhanced map, which not only preserves the detail information but also balances the 

brightness information. The experimental results show that the proposed algorithm can improve image 

brightness and contrast, and achieve high performance in image fidelity, full color and detail clarity. It 

is superior to the traditional algorithm in vision and objective evaluation, and is conducive to the 

subsequent application of computer vision and other aspects. 
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