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Abstract  
This paper considers one of the stages of designing camouflage concealment means - the 

identification of characteristic colors of the terrain. Color is an integral part of the visual 

characteristic of camouflage means intended to conceal personnel, material resources, weapons 

and military equipment from enemy reconnaissance and destruction means. It is proposed to 

identify characteristic colors using cluster analysis, which refers to unsupervised machine 

learning methods. The number of clusters obtained determines the number of colors that will 

be displayed on the camouflage coating. As a result of the research, mathematical clustering 

algorithms were analyzed to determine the characteristic colors of the terrain. The need to 

conduct these studies is due to the lack of a universal way to determine the number of clusters, 

and is based on the research of other scientists who have determined that for each subject terrain 

only a certain clustering algorithm works most effectively, which must be determined 

experimentally. According to the results of the research, it was determined that the optimal 

algorithm for determining the characteristic colors of the terrain was the k-means++ clustering 

algorithm. 
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1. Introduction 

The experience of combat operations in the East of Ukraine shows that the enemy widely uses 

modern optoelectronic devices and mobile platforms for their deployment in the course of 

reconnaissance and adjustment of fire of destruction means. At present, the most effective way to 
preserve the lives of personnel, material resources, weapons and military equipment is to use 

camouflage means to conceal these military objects and to take measures to mislead the enemy. This is 

also confirmed by the analysis of recent local conflicts in the territory of the Republic of Azerbaijan, 
the Syrian Arab Republic, the State of Libya, etc. [1].  

Therefore, despite the continuous improvement of thermal, laser and multispectral surveillance 

equipment, means of reducing visibility in the visible range remain an important element of ensuring 

the safety of troops. World arms manufacturers continue to develop and improve the structures of 
camouflage patterns (patterns and coloring) of camouflage means for their effective operation in the 

visible range of the electromagnetic spectrum of waves [2, 3]. In 2022, the American company Digital 

                                                   
COLINS-2023: 7th International Conference on Computational Linguistics and Intelligent Systems, April 20–21, 2023, Kharkiv, Ukraine 

EMAIL: ciba@ukr.net (S. Tsybulia); alexandrlavrut@gmail.com (O. Lavrut); Vasyl.V.Lytvyn@lpnu.ua (V. Lytvyn); Lavrut_t_v@i.ua (T. 

Lavrut); mar.nazarkevych@gmail.com (M. Nazarkevych); Victoria.A.Vysotska@lpnu.ua (V. Vysotska) 

ORCID: 0000-0003-0323-1771 (S. Tsybulia); 0000-0002-4909-6723 (O. Lavrut); 0000-0002-9676-0180 (V. Lytvyn); 0000-0002-1552-9930 

(T. Lavrut); 0000-0002-6528-9867 (M. Nazarkevych); 0000-0001-6417-3689 (V. Vysotska) 

 
©️ 2023 Copyright for this paper by its authors. 

Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).  

 CEUR Workshop Proceedings (CEUR-WS.org)  

 



Concealment Systems announced the start of production of equipment and clothing in the new universal 
camouflage A-TACS U|CON (Universal Camouflage), the pattern of which was created almost from 

scratch using mathematical modeling. The company has ambitious plans to adopt this camouflage 

pattern as the main one for the military uniforms of the US Armed Forces. 

2. Related works 

Currently, the issue of providing and adopting modern camouflage means, including concealment 

means, for the Armed Forces of Ukraine is an urgent one. Concealment camouflage means are means 

designed to eliminate the characteristic demasking features of military equipment, facilities and troops' 

activities (individual camouflage means, camouflage kits, masks, coverings, etc.). The means of 
concealment from optical reconnaissance means should ensure the achievement of the required masking 

effect within the near ultraviolet, visible and near infrared spectral ranges, and reduce the possibility of 

detecting objects in the optical range [29]. 
The fighting in Ukraine is taking place on a wide front in different natural zones, each of which has 

its own vegetation, which has certain colors in different periods of the year. In spring, it is bright green; 

in summer, the plants fade and have dark green, light green, green-yellow colors; in autumn, yellow, 
brown, brown, dark colors of tree trunks and bushes. The results of research by Timothy O'Neill, a well-

known developer of the MARPAT camouflage pattern for the US Marine Corps, show that such 

camouflage components as the pattern and color palette should be developed for the specific 

environment where combat missions will be performed [4, 6]. That is, for each theater of operations, a 
camouflage pattern of military uniforms should be used, which is more effective in that particular 

territory [5]. This is especially true for the Armed Forces of Ukraine; whose personnel wear the 

camouflage uniforms of the armies of all countries that help us fight the enemy. However, this uniform 
and its camouflage pattern were designed for other theaters of war and are not always suitable for the 

territory of Ukraine. 

Given that the color palette is one of the main elements of a camouflage device, it is necessary to 
conduct research to determine the color palette that is effective for the territory of Ukraine. 

When designing camouflage means, both a single color and a wide color palette can be used in its 

camouflage pattern. If you use only one color for camouflage coloring, the product will have a 

monotonous appearance and will stand out as a spot on the ground. To ensure the effectiveness of 
concealment, the camouflage agent must be painted in the optimal number of colors [28]. 

The palette of characteristic colors of any object consists of dominant, supporting and accent colors. 

The technology of their selection is an important stage in the development of camouflage means [7].  
To determine the characteristic colors of the terrain, it is necessary to group colors into groups, 

according to certain characteristics, the group that will have the largest size will be the dominant color 

in the color gamut of the image, the second largest group will be the supporting color, and the remaining 

color groups will be accent colors [30, 33-35]. 
The dominant color gives an idea of the color of an object at a glance. In multi-color painting, the 

dominant color maintains the integrity of the composition and its semantic unity. The supporting color 

complements the dominant one. Their combination, in fact, creates a color composition. If the 
percentage of two colors in an image is the same, they start to compete for attention, and the color space 

looks contradictory and fragmented. Accent colors create accents - spots of color that enliven the space. 

Using four, five, or more colors further enriches the color palette of an object. However, increasing the 
number of colors complicates the task of creating a harmonious composition and determining their 

proportions. 

To work with terrain images, at present, images obtained by digital optoelectronic equipment are 

mainly used and stored on electronic media in certain data formats. In the process of analysis, the task 
of dividing the entire set of colored pixels (pixel, from the English PICture'S ELement - the smallest 

unit of a digital image in raster graphics) of a given terrain image into subsets called clusters, so that 

each cluster consists of similar colors, and the colors of different clusters differ significantly, is solved 
[8]. 

In machine learning, solving such problems is considered unsupervised machine learning and is 

referred to as data clustering [12, 36]. 



The purpose of cluster analysis is to divide objects in a sample into relatively homogeneous 
(homogeneous) groups of similar objects. Objects in a group are relatively similar in terms of their 

characteristics and differ from objects in other groups.  

Cluster analysis itself is not a specific algorithm, but a general task that needs to be solved using 

different algorithms. There is no objectively "correct" clustering algorithm. The most appropriate 
clustering algorithm should be chosen experimentally, depending on the data set, or if there is no 

mathematical reason to prefer a particular algorithm. 

Clustering methods can be divided: by the way data is processed, by the way data is analyzed, by 
scaling, by execution time, etc. Different clustering methods can produce different cluster solutions for 

the same data [8]. 

Currently, when clustering an image, pixels are usually taken as cluster samples. Therefore, as the 
size of the image increases, the number of cluster samples inevitably increases dramatically, which 

leads to a significant increase in computational overhead. 

Methods, according to the way they analyze data, are divided into clear (traditional) and fuzzy. Clear 

algorithms include those that assign each data object to one specific cluster. Fuzzy clustering algorithms 
include those in which each data object belongs to several clusters or does not belong to any. 

In general, the existing methods for building cluster models are divided into two main types 

according to the data processing methods: hierarchical and iterative. Hierarchical algorithms are 
characterized by a visual analysis of the dendrogram (a schematic representation of relationships in the 

form of a tree) and determination of the most predictable number of clusters based on it [13]. However, 

this approach is not formalized and is therefore used only as a preliminary analysis of the partitioning 
result. In addition, visual analysis of the dendrogram is extremely difficult when the number of objects 

under consideration is large and the data structure is not explicit. 

For iterative algorithms, the number of clusters is usually not known in advance and is selected 

according to subjective criteria, and serves as one of the input parameters of the algorithm [15]. 
Research conducted in [14] shows that there is no universal way to determine the number of clusters. 

Each criterion that is used and shows good performance in terms of the number of clusters works only 

within certain limits determined by the subject area and clustering algorithm. The specifics of the 
subject area are expressed in the specific parameters of the clustering process and the properties of the 

clusters, such as shape, cluster size, distance between adjacent clusters, and distances within a cluster. 

According to Kleinberg's theorem: for a data set consisting of two or more objects, there is no 

clustering algorithm that is simultaneously scale-invariant, consistent, and complete. That is, it is 
fundamentally impossible to find a solution to the clustering problem, because there are many criteria 

for assessing the quality of partitioning, and the number of clusters is usually unknown in advance [17]. 

This suggests that it is impossible to build a universal clustering algorithm that suits all tasks - 
algorithms need to be selected and customized for each data sample separately. 

All of this indicates that research conducted abroad on the creation of camouflage means is not 

suitable for the Armed Forces of Ukraine, as it does not take into account the peculiarities of the 
Ukrainian terrain. 

In recent decades, the advancement of digital technology has led to an unprecedented development 

of algorithms for working with digital images [37-41]. Color, texture, and shape in recent decades, the 

advancement of digital technology has led to an unprecedented development of algorithms for working 
with digital images [42-46]. Color, texture, and shape are the most common visual characteristics of 

these objects [47-54].  

Foreign researchers and developers of camouflage devices use a variety of mathematical algorithms 
to detect these features. The following clustering algorithms have been widely used: K-means clustering 

[9], fuzzy C-means clustering [10], fast fuzzy C-means clustering [11], etc. 

One of the disadvantages of the above clustering algorithms is the need to specify the number of 
clusters into which the input data should be divided before starting the calculation. The problem of 

determining the number of clusters is one of the most difficult tasks of cluster analysis [13]. 

The algorithm for color clustering using Kohonen's self-organizing maps is worthy of attention, 

which is a further development of the Kohonen neural network with unsupervised learning [16]. The 
main disadvantage of this approach is the increase in computational time with the increase in the size 

of the image to be processed, and it is also necessary to specify a fixed map size (number of clusters) 

as input parameters. 



The analysis of scientific papers shows that a significant number of authors of works in the field of 
masking are scientists from China. Their success in this field is also confirmed by the interesting fact 

that during the competition for the selection of camouflage patterns for the uniforms of the US Armed 

Forces, the uniform with the pattern of the Chinese Armed Forces was noted as one of the best, but 

given the antagonism between these countries, the US Armed Forces could not adopt it.. 
The purpose of the article is to study mathematical methods for determining the characteristic colors 

of the terrain as a component of the camouflage pattern of camouflage means for concealing personnel, 

objects, weapons and military equipment in the optical range of the electromagnetic spectrum of waves. 

3. Methods 

The fighting in eastern Ukraine is currently taking place on a wide front in different natural zones. 

For example, the contact line, which runs through the territory of Donetsk and Luhansk regions, is 

located in the zone of grass and fescue steppes. Forests and shrubs cover about 7% of the territory of 
Luhansk region and 5.6% of Donetsk region [22]. Forests of the gully type prevail, located along rivers, 

on the slopes of valleys, gullies (ravines) and ravines and are characterized by significant diversity. The 

following species predominate: pine forests in the Siverskyi Donets valley, oak, birch, ash, etc. on the 
Donetsk ridge. Therefore, for example, let's define the character colors for the grass and fescue steppe, 

pine forest, and oak forest (Fig. 1). 

As mentioned above, to work with terrain images, images stored on electronic media in certain data 

formats are used. The main image storage formats are JPEG, TIFF and RAW [18]. 
The most common is the JPEG format (abbreviated as Joint Photographic Expert Group), which is 

represented in both professional and amateur digital cameras. JPEG technology allows you to store 

images, depending on the required image quality, with a significant reduction in file size. Another 
feature of this format is the ability to save information about camera settings and scene programs. The 

main difference between TIFF (Tagged Image File Format) and JPEG is that it does not compress the 

image and does not introduce distortions in the final result, but as a result, the files take up much more 
space. 

 

   
Figure 1: Photo of the Ukrainian countryside from the Internet (from top to bottom: oak forest, pine 
forest, grass steppe) 

 

The RAW file format is a data format that contains raw (or minimally processed) data from the 

optical sensor of the equipment, which avoids information loss. However, in addition to large file sizes, 
this format does not have a single specification and differs for each equipment, which leads to 

difficulties in processing it. 

Color models are used to represent information about the color of each pixel of an image. These are 

abstract mathematical models that determine exactly how color data is encoded. Typically, colors are 
represented as three or four values called color coordinates.  

More understandable for humans is the HSV color model (also called HSB), which is based on three 

color characteristics: hue, saturation, and value, also called brightness [19]. Another common color 
model is the LAB color model (CIE 1976 L*a*b*), which uses the following parameters: lightness, the 

ratio of green to red (a), and the ratio of blue to yellow (b). These three parameters form a three-

dimensional space whose points correspond to certain colors. 

Some researchers use the HSV color model to analyze terrain color [20, 21], but given that the JPEG 
format, with the YCbCr encoding method, stores information in the additive RGB color model 

(abbreviated as Red, Green, Blue), and the conversion from one color model to another is possible using 



a nonlinear transformation, it is advisable to analyze images in the RGB color model. The color image 
of the terrain is stored in a three-dimensional matrix, where each layer corresponds to one color 

according to the RGB color model. 

Given that the numerical values of the RGB color model are in the constant range of 0-255 for each 

color, it is impractical to scale and standardize the input data. This was confirmed by the identical results 
of clustering the input data that were scaled using the MinMaxScaler (the range of scaled data will be 

from 0 to 1) and StandardScaler functions (the mean value is 0, the variance is 1) and were not pre-

processed. 
During the research, the images were analyzed using cluster analysis methods implemented in the 

Python programming language using the NumPy, Pandas, SciPy, Scikit-learn, and fuzzy-c-means 

libraries. The Pillow, Yellowbrick, and Matplotlib libraries were used to display the calculation results. 
The Scikit-learn library (version 1.2.1) provides functionality for clustering using a variety of 

methods: 

 hierarchical (agglomerative); 

 spectral biclustering; 

 centroid partitioning (k-means, MeanShift); 

 based on density (DBSCAN, OPTICS); 

 based on affinity propagation. 

Given that the numerical values of the RGB color model are in the constant range of 0-255 for each 

color, it is impractical to scale and standardize the input data. This was confirmed by the identical results 
of clustering the input data that were scaled using the MinMaxScaler (the range of scaled data will be 

from 0 to 1) and StandardScaler functions (the mean value is 0, the variance is 1) and were not pre-

processed. 
During the research, the images were analyzed using cluster analysis methods implemented in the 

Python programming language using the NumPy, Pandas, SciPy, Scikit-learn, and fuzzy-c-means 

libraries. The Pillow, Yellowbrick, and Matplotlib libraries were used to display the calculation results. 
The Scikit-learn library (version 1.2.1) provides functionality for clustering using a variety of 

methods: 

 hierarchical (agglomerative); 

 spectral biclustering; 

 centroid partitioning (k-means, MeanShift); 

 based on density (DBSCAN, OPTICS); 

 based on affinity propagation. 

The mathematical description of the k-means algorithm [23] is as follows: the input data set 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑛}, 𝑥𝑖 ∈ 𝑅𝑑 , 𝑖 = 1, … , 𝑛 must be divided into the required number 𝑘, 𝑘 ∈ 𝑁, 𝑘 ≤ 𝑛 clusters 

𝑆1, 𝑆2 , … , 𝑆𝑘, where 𝑆𝑖 ∩ 𝑆𝑗 = 0, 𝑖 ≠ 𝑗 та ⋃ 𝑆𝑘
𝑗=1 𝑗

= 𝑋 in such a way as to minimize the sum of the 

squared distances from each cluster element to its center. This is how the k-means algorithm performs 
the search: 

arg min
𝑆

∑ ∑ 𝑝(𝑥, 𝜇𝑥)2,

𝑥∈𝑆𝑗

𝑘

𝑗=1

 

where 𝜇𝑗  is cluster centers (centroids), 𝑗 = 1, … , 𝑘, 𝑝(𝑥, 𝜇𝑗) is a function of the distance between 

𝑥 та 𝜇𝑗 . 

The step-by-step operation of the algorithm is as follows: 

Step 1. Determine the number of clusters k, into which the input objects should be divided. 
Step 2. Select the initial centers of the clusters. 

The set of points is determined 𝜇𝑗 , 𝑗 = 1, … , 𝑘, considered as initial cluster centers𝜇𝑗
(0)

, 𝑗 = 1, … , 𝑘. 

Step 3. The objects are distributed among the clusters - the distance to the center of which is the 

closest (the distance is measured in Euclidean metric). 

At each t step, ∀𝑥𝑖
∈ 𝑋, 𝑖 = 1, … , 𝑛; 𝑥𝑖 ∈ 𝑆𝑗 ⇔ 𝑗 = arg min

𝑘
𝑝(𝑥𝑖 , 𝜇𝑗

(𝑡−1)
)2 

Step 4. The new centers of each cluster are determined in the form of an element whose features are 

calculated as the arithmetic mean of the features of the objects included in this cluster. 



∀𝑗= 1, … , 𝑘: 𝜇𝑗
(𝑡)

=
1

|𝑆𝑗|
∑ 𝑥𝑥∈𝑆𝑗

. 

Step 5. The condition that the cluster centers have become stable (i.e., the same objects will be in 

each cluster at each iteration) is checked. Otherwise, steps 3 and 4 (t=t+1) are repeated until the variance 

within a cluster is minimal and between clusters is maximal 

∃𝑖 ∈ 1, 𝑘̅̅ ̅̅̅: 𝜇𝑗
(𝑡)

≠ 𝜇𝑗
(𝑡−1)

. 

The disadvantages of the k-means algorithm are: 

 it is necessary to predict the number of clusters in advance, in our case, the number of colors of 

the camouflage agent; 

 the algorithm is very sensitive to the choice of initial cluster centers. The classic version uses a 

random selection of cluster centers, which leads to instability of the results. 
For the calculations, we used an improved version of the k-means++ clustering algorithm [24]. The 

essence of the improvement is to find more optimal initial values of the cluster centers. 

Paper [26] provides a taxonomy of approaches to estimating the required number of clusters and 
notes that their number reaches several dozen. There are various formal approaches that facilitate the 

procedures for determining the "best" number of clusters. Most of them involve repeated cyclical 

execution of the clustering algorithm with an increase in the number of clusters and plotting the 

calculated values of certain metrics on the graph. 

4. Experiments, results and discussion 

The elbow method involves plotting the intra-cluster variance (the distance from the cluster elements 

to its center), which decreases to 0 when the number of clusters is equal to the number of all objects in 

the sample. At an intermediate stage, you can see that the decrease in this variance slows down - in the 
graph, this happens at a point called the "elbow." In Figure 2, you can see that the graph is bent at cluster 

#4, which in our case means that there are 4 characteristic colors of the terrain. It is possible to increase 

the number of colors, but it is necessary to check for expediency. 

 
Figure 2: Determination of individual clusters by the elbow method 

 

Calinski and Harabasz proposed the following criterion [13, 27]: 

𝐹 =
𝑡𝑟𝑎𝑐𝑒(𝐵)/(𝑘−1)

𝑡𝑟𝑎𝑐𝑒(𝑊)/(𝑛−𝑘)
, 

where 𝐵, 𝑊 are the matrix of intercluster and intracluster sums of squared distances; 

k is number of clusters; 

n is number of clustering objects. 

The maximum value will indicate the most likely number of clusters (Fig. 3). 



 
Figure 3: Determination of the number of clusters by the method of Calinski and Harabasz 

 
The calculations performed by the following methods: silhouette coefficient (Fig. 4); Davies-

Bouldin score; Gaussian mixture models with Bayesian information criterion (BIC) and Gap Statistics 

(Fig. 5) did not reveal any signs that could explicitly determine the number of clusters. 

 
Figure 4: Determining the number of clusters by the silhouette coefficient method 

 
Figure 5: Determining the number of clusters by the Gap Statistics method 

 



Figure 6 shows the values determined by the k-means++ clustering algorithm of 4 characteristic 
colors for the following terrain types: oak forest, pine forest, and herbaceous steppe. 

The assumption that fuzzy clustering can be used to analyze image colors arises from the presence 

of possible color outliers in images that are not included in any of the clusters. Such outliers include: 

bright colors of flowers, the color of the sky and clouds in the gaps between trees, etc. The fuzzy-c-
means library (version 1.7.0) was used to implement the c-means fuzzy clustering algorithm. The results 

of determining the characteristic colors for each type of terrain are shown in Figure 7. 

The similarity of the colors obtained by the k-means and c-means algorithms was compared using 
the color difference formula proposed by the International Commission on Illumination (CIE - 

Commission Internationale de l'Eclairage). An indicator of the difference between two colors is Delta 

E (from the German empfindung), which, according to the CIEDE2000 standard [32], is determined by 
the formula: 

∆𝐸00 = √(
∆𝐿′

𝑆𝐿
)

2

+ (
∆𝐶′

𝑆𝐶
)

2

+ (
∆𝐻′

𝑆𝐻
)

2

+ 𝑅𝑇
∆𝐶′

𝑆𝐶

∆𝐻′

𝑆𝐻
, 

 

where 𝑅𝑇 is the color tone angle rotation; 

𝑆𝐿 is compensation for light; 

𝑆𝐶  is compensation for color saturation; 

𝑆𝐻 is compensation for hue (SH). 

 
 

 

 

 
Figure 6: Characteristic colors with their values in RGB format and percentage in the image, 
determined using the k-means++ clustering algorithm (from top to bottom: oak forest, pine forest, 
grass steppe) 

 



 

 

 
Figure 7: Characteristic colors with their values in RGB format and percentage in the image, 
determined using the fuzzy c-means clustering algorithm (from top to bottom: oak forest, pine forest, 
grass steppe) 

 
Delta E is measured on a scale from 0 to 100, where 0 means no difference in color and 100 means 

complete color difference. The standard ranges of Delta E perception are as follows: 

 <= 1.0 - no difference is perceived by the human eye; 

 1-3 - noticeable on close observation; 

 3-10 - noticeable at a glance; 

 11-49 - colors are more similar than opposite; 

 100 - colors are completely opposite. 

The above formula shows that the color comparison is performed in the CIE LAB color model, so 
it is necessary to convert the image in the RGB color model to the CIE LAB color model. The software 

implementation was performed using the Colour science library (version 0.4.2). The output data, which 

are the color values from Figures 6-7 sorted by the percentage of their presence in the images, are shown 
in Tables 1-2. The results of calculating the Delta E color difference are shown in Table 3. 

 

Table 1 
Color values determined using the k-means++ clustering algorithm 

 Color №1 Color №2 Color №3 Color №4 

Pine forest (136, 168, 128) (79, 104, 67) (38, 56, 29) (10, 20, 6) 
Pine trees (215, 222, 170) (156, 165, 111) (103, 113, 66) (50, 50, 29) 

Grass steppe (149, 146, 89) (121, 120, 59) (92, 92, 36) (52, 55, 14) 

 
 



Table 2 
Color values determined using the fuzzy c-means clustering algorithm 

 Color №1 Color №2 Color №3 Color №4 

Pine forest (133, 166, 125) (75, 100, 65) (35, 53, 27) (8, 18, 5) 
Pine trees (216, 224, 170) (155, 164, 109) (101, 111, 65) (48, 47, 28) 

Grass steppe (144, 141, 81) (119, 117, 57) (90, 91, 35) (51, 54, 14) 

Table 3 
Color difference values determined using the k-means++ and fuzzy c-means algorithms 

 Color №1 Color №2 Color №3 Color №4 

Pine forest 0.75 1.28 1.45 2.96 
Pine trees 0.72 0.51 0.46 2.22 

Grass steppe 1.89 0.81 0.69 0.52 

 
Figure 8: Colors obtained using the Kohonen self-organizing map algorithm 

 



Calculations and comparisons of the k-means and c-means algorithms showed almost identical 
results: the difference in the distribution of the number of elements in the clusters (the proportion of 

colors per image) was observed within 3%, in most colors the difference is not perceived by the human 

eye, only in some it is noticeable upon close observation, but with the increase in clusters, the Delta E 

values for all colors are less than 1. These calculations indicate that when choosing k-means or c-means 
algorithms for clustering image colors, it is advisable to choose the one whose algorithm 

implementation will be simpler. 

To highlight the characteristic colors of an image, image quantization algorithms are also used, the 
essence of which is to reduce the number of colors used in the image to the required number. One of 

these algorithms is Kohonen's neural networks [31]. In this work, one of the varieties of these networks, 

self-organizing Kohonen maps, was used to determine colors. The software model of the Kohonen 
network was implemented on the basis of the MiniSom library (version 2.3.0). The network structure 

has only two layers: input and output. The number of input neurons is equal to the number of pixels in 

the image, the number of output neurons is determined by the required number of colors of the masking 

coating. 
The modeling results are shown in Figure 8 (original - original image, result - image based on the 

obtained colors, initial colors - colors selected as initial coefficients for training the neural network, 

learned colors - colors obtained as a result of training the neural network). As you can see visually from 
the results, the detected colors do not match the color palette of the original image. Probably, to obtain 

more reliable results, it is necessary to pre-process the image by removing colors that do not match the 

terrain palette. Therefore, we can conclude that the Kohonen's self-organizing map algorithm is not 
suitable for solving our problem. 

5. Conclusions 

As a result of the research, mathematical clustering algorithms were analyzed to determine the 

characteristic colors of the terrain.  
The need to conduct these studies is due to the lack of a universal way to determine the number of 

clusters, and was based on the research of other scientists [14, 17], who determined that for each subject 

area only a certain clustering algorithm works most effectively, which must be determined 

experimentally. According to the results of the research, it was determined that the optimal algorithm 
for determining the characteristic colors of the terrain was the k-means++ clustering algorithm. 
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